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Abstract
In this position paper we investigate the security of cyber-

physical systems. We (1) identify and define the problem of secure
control, (2) investigate the defenses that information security and
control theory can provide, and (3) propose a set of challenges that
need to be addressed to improve the survivability of cyber-physical
systems.

1 Introduction

Cyber-Physical Systems (CPS) integrate computing and com-
munication capabilities with monitoring and control of entities in
the physical world. These systems are usually composed by a set of
networked agents, including: sensors, actuators, control processing
units, and communication devices; see Fig.1.

While some forms of CPS are already in use, the widespread
growth of wireless embedded sensors and actuators is creating
several new applications –in areas such as medical devices, au-
tonomous vehicles, and smart structures– and increasing the role
of existing ones –such as Supervisory Control and Data Acquisition
(SCADA) systems.
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Figure 1. The general architecture of cyber-
physical systems

Many of these applications are safety-critical: their failure can
cause irreparable harm to the physical system being controlled and
to people who depend on it. SCADA systems, in particular, perform
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vital functions in national critical infrastructures, such as electric
power distribution, oil and natural gas, water and waste-water distri-
bution systems, and transportation systems.The disruption of these
control systems could have a significant impact on public health,
safety and lead to large economic losses.

While most of the effort for protecting CPS systems (and
SCADA in particular) has been done in reliability (the protection
against random failures), there is an urgent growing concern for the
protection against malicious cyber attacks [21, 9, 31, 12].

In this paper we study the problem of secure control. We first
characterize the properties required from a secure control system,
and the possible threats. Then we analyze what elements from (1)
information security, (2) sensor network security, and (3) control
theory can be used to solve our problems. We conclude that while
these fields can give necessary mechanisms for the security of con-
trol systems, these mechanisms alone are not sufficient for the secu-
rity of CPS.

In particular, computer security and sensor network security
have focused on prevention mechanisms, but do not address how
a control system can continue to function when under attack. Con-
trol systems, on the other hand, have strong results on robust and
fault-tolerant algorithms against well-defined uncertainties or faults,
but there is very little work accounting for faults caused by a ma-
licious adversary. Therefore, we conclude the paper by outlining
some challenges in secure control.

2 Securing CPS: Goals and Threats

The estimation and control algorithms used in CPS are designed
to satisfy certain operational goals, such as, closed-loop stability,
safety, liveness, or the optimization of a performance function. Intu-
itively, our security goal is to protect these operational goals from
a malicious party attacking our cyber infrastructure.

Security, however, also needs to deal with non-operational goals.
For example, if the measurements collected by the sensor network
contain sensitive private information we must ensure that only au-
thorized individuals can obtain this data.

2.1 Security Goals

In this section we study how the traditional security goals of in-
tegrity, availability, and confidentiality can be interpreted for CPS.

Integrity refers to the trustworthiness of data or resources [4].
A lack of integrity results in deception: when an authorized party
receives false data and believes it to be true [13]. Integrity in CPS
can therefore be viewed as the ability to maintain the operational
goals by preventing, detecting, or surviving deception attacks in the
information sent and received by the sensors, the controllers, and
the actuators.

Availability refers to the ability of a system of being accessi-
ble and usable upon demand [13]. Lack of availability results in
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denial of service (DoS) [11]. While in most computer systems a
temporary DoS attack may not compromise their services (a system
may operate normally when it becomes available again), the strong
real-time constraints of many cyber-physical systems introduce new
challenges. For example, if a critical physical process is unstable
in open loop, a DoS on the sensor measurements may render the
controller unable to prevent irreparable damages to the system and
entities around it.

The goal of availability in CPS is therefore, to maintain the op-
erational goals by preventing or surviving DoS attacks to the infor-
mation collected by the sensor networks, the commands given by
the controllers, and the physical actions taken by the actuators.

Confidentiality refers to the ability to keep information secret
from unauthorized users. A lack of confidentiality results in disclo-
sure, a circumstance or event whereby an entity gains access to data
for which it is not authorized [13].

The use of CPS in commercial applications has the potential risk
of violating a users’ privacy: even apparently innocuous informa-
tion such as humidity measurements may reveal sensitive personal
information [14]. Additionally, CPS used for medical systems must
abide with federal regulations such as the Health Insurance Portabil-
ity and Accountability Act (HIPAA), which mandates the protection
of a patient’s data.

Confidentiality in CPS must prevent an adversary from inferring
the state of the physical system by eavesdropping on the communi-
cation channels between the sensors and the controller, and between
the controller and the actuator.

While confidentiality is an important property in CPS, we be-
lieve that the inclusion of a physical system and real-time automated
decision making does not affect current research in mechanisms for
enforcing confidentiality. Therefore in the remaining of this paper
we focus only on deception and DoS attacks.

2.2 Summary of Attacks

A general abstraction of CPS can be seen in Fig. 2. Let y rep-
resent the sensor measurements, and u the control commands sent
to the actuators. A controller can usually be divided in two com-
ponents: an estimation algorithm to track the state of the physical
system given y, and the control algorithm which selects a control
command u given the current estimate.
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Figure 2. Abstraction of CPS
Attacks to CPS (Fig. 3) can be summarized as follows: A1 and

A3 represent deception attacks, where the adversary sends false in-
formation ỹ 6= y or ũ 6= u from (one or more) sensors or con-
trollers. The false information can include: an incorrect measure-
ment, the incorrect time when the measurement was observed, or
the incorrect sender id. The adversary can launch these attacks by
obtaining the secret key or by compromising some sensors (A1) or
controllers (A3).

A2 and A4 represent DoS attacks, where the adversary prevents
the controller from receiving sensor measurements. To launch a
DoS the adversary can jam the communication channels, compro-
mise devices and prevent them from sending data, attack the routing
protocols, etc.

A5 represents a direct attack against the actuators or an exter-
nal physical attack on the plant. From an algorithmic perspective
we cannot provide solutions to these attacks (other than detect-
ing them). Therefore, significant efforts must be placed in deter-
ring and preventing the compromise of actuators and other direct
attacks against the physical system, by for example, securing the
physical system, monitoring cameras etc. Although these attacks
are more devastating, we believe that a risk-averse adversary will
launch cyber-attacks A1-A4 because (1) it is more difficult to iden-
tify and prosecute the culprits, (2) it is not physically dangerous for
the attacker, and (3) the attacker may not be constrained by geogra-
phy or distance to the network.
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Figure 3. Attacks

3 Related Work in Information Security

The security of SCADA, and CPS in general, is a recognized
concern; but, is there a new research problem? After all, the re-
search fields of computer and sensor network security have devel-
oped mature technologies and design principles for protecting sys-
tems against cyber-attacks. In this section we study the results from
these fields and identify their shortcomings.

3.1 Information Security: What can help?

Information security has developed mature technologies that can
help us secure CPS. We divide their tools in three: proactive mech-
anisms, reactive mechanisms, and design and analysis principles.

3.1.1 Proactive Mechanisms

An important tool for securing distributed systems is authentica-
tion. Authentication schemes prevent humans and devices from im-
personating another entity in the system. Access control prevents
unauthorized access to the system: it prevents outsiders (unauthen-
ticated principals) from gaining access to the network, while impos-
ing and enforcing proper restrictions on what insiders (authenticated
principals) can do. Accountability can be maintained by keeping
audit logs of the actions by authenticated entities.

Secure communications between two honest entities is achieved
with the help of Message authentication codes or digital signa-
tures (they can detect when messages have been tampered by a third
party). Message freshness can also be guaranteed by the use of
timestamps (which require secure time-synchronization protocols)
or by challenge and response mechanisms.

Additionally, verification tools and software security can test
the correctness of the system design and implementation, thereby
limiting the number of vulnerabilities.

The security of CPS also depends on sensor network security
[24]. Most of the efforts for the security of sensor networks have
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focused on designing a secure communication infrastructure in the
presence of malicious insiders. The main results include efficient al-
gorithms for: (1) bootstrapping security associations and key man-
agement [10, 25] to build a trusted infrastructure, (2) secure com-
munication [17, 20] and (3) secure routing protocols [18, 23].

Finally, there are several security design principles that can be
useful for designing secure control systems [27, 3]. Redundancy,
for example, is a way to prevent a single-point of failure. Diversity
is a way to prevent that a single attack vector can compromise all the
replicas (the added redundancy). And the separation of privilege
principle is a design guideline to limit the amount to privileges that
a corrupted entity can have.

3.1.2 Reactive Mechanisms

Because we can never rule out successful attacks, security engi-
neering has recognized the importance of detection and response
[29, 2, 3].

Intrusion detection systems are, in general, application-
dependent,s an attack is defined in the context of an application.
While they are useful in many cases, they are not perfect: false
alarms and missed detections are impossible to avoid because de-
tecting malicious logic is an undecidable problem [1].

On the other hand, while response and recovery are often the
most important aspect of security engineering, it is one of the most
neglected [2]. A typical example of a response mechanism is key
revocation [6].

3.1.3 Design and Analysis Principles

In security research, when we say that a system is secure, we usually
mean that the system is secure as long as our adversary model and
trust assumptions are satisfied in practice.

In general, the adversary model is a way of restricting the scope
of the problem. A careful balance must be kept when defining the
adversary model. On one hand, restrictive adversary models, such
as assuming that an attacker will follow a Bernoulli distribution
when performing DoS attacks, will limit the applicability of our
analysis (why would an adversary select such a distribution? What
is the incentive?). On the other hand, sometimes these restrictive
assumptions are useful to start modeling the adversary, in the hopes
of giving us better insights into the nature of the problem, and of
how to start obtaining better models in time. As long as the adver-
sary assumptions are explained clearly, we believe that defining a
problem with a restrictive adversary is a reasonable first step.

An essential part of security analysis is also in identifying the
entities or systems that we trust. Trust is generally defined as ac-
cepted dependence [3]; i.e., trusted systems are systems we rely on.
For example, if in Fig 3 we do not trust the actuators, there is very
little we can do to secure the system! A human, device or system is
trustworthy if we have evidence to believe they can be trusted.

3.2 Information Security: What is missing?

Althought the security mechanims we have mentioned can im-
prove the security of CPS, n practice, they can often be subverted:
inevitable human errors, software bugs, misconfigured devices, and
design flaws create many vulnerabilities that attackers can use to
launch successful attacks. This is specially undesirable as most CPS
are saftey critical, so they must continue to function even when un-
der attack [16]. To capture this notion we define survivability for
CPS.

Definition 1: Survivability is the ability of the CPS to maintain
or provide graceful-degradation of CPS operational goals when un-
der attack.

We now argue that previous research in computer security has
not considered the tools necessary to study CPS survivability in a
theoretical way.

Claim 1: Proactive mechanisms in sensor network security
have focused on integrity and availability from a communication-
network point of view. They have not considered how deception
and DoS attacks affect the application layer service; i.e., how suc-
cessful attacks affect our estimation and control algorithms –and
ultimately, how they affect the physical world.

Claim 2: Intrusion detection systems have not considered algo-
rithms for detecting deception attacks against estimation and control
algorithms. In particular, previous detection of deception attacks
launched by compromised sensor nodes assume a large number of
redundant sensors [33]: they have not considered the dynamics of
the physical system and how this model can be used to detect a
compromised node. Furthermore, there has not been any detection
algorithm to identify deception attacks launched by compromised
controllers.

Claim 3: Most intrusion response mechanisms in security in-
volve a human in the loop. Because CPS use autonomous, real-
time decision making algorithms for controlling the physical world,
they introduce new challenges for the design and analysis of se-
cure systems: a response by a human may impose time delays that
may compromise the safety of the system. Therefore, we must de-
sign autonomous and real-time detection and response algorithms
for safety-critical applications.

Claim 4: We need to define security with respect to an adversary
model. Previous research has not studied rational adversary models
against CPS.

4 Related work in automatic control
The architecture of CPS in Fig. 1 indicates a spatially distributed

system in which the system, sensors, actuators, and controllers co-
ordinate their operation over a communication network to achieve
some performance goal. A typical problem in control theory is to
design a control policy to ensure that under the feedback-loop, an
open-loop unstable system remains stable. The nature of such sys-
tems impose several constraints on the design of control algorithms.

First, the constraints imposed by communication networks such
as limited capacity, random delay, packet loss and intermittent net-
work connectivity can cause DoS. Under DoS the actuator may fail
to receive certain packets from the controller that are critical to sta-
bilize an open-loop unstable system. As a result the system may
enter a state from which it might be impossible to stabilize it. If the
information content of measurement and/or control packets is com-
promised it may lead to implementation of incorrect control poli-
cies. These factors strongly indicate the need to incorporate network
characteristics in the design of control algorithms. Such problems
are studied in robust networked control systems [28, 15].

Secondly, the sensors and actuators are vulnerable to random
failures. To enable desired operation under failure modes, we need
to introduce appropriate redundancies at the design stage. Such
techniques also aim at reconfigurable control and graceful perfor-
mance degradation in the event of failure thus limiting the negative
effects that failure can cause. Research in fault tolerant control
addresses these issues [5].

Lastly, the system components may be typically located in open
and may be limited in transmission power and memory. This moti-
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vates the need of designing distributed algorithms that can perform
a global task with local information exchange and limited compu-
tation at nodes. Research in distributed estimation, which falls
in the more general area of consensus problems, addresses these
problems [22]. By way of suitable examples, we now discuss some
of the current state-of-the-art in each of these fields.

4.1 Robust networked control systems

We begin by considering a scenario where the system and remote
estimator communicate over a communication network. The esti-
mator’s goal is to generate recursive state estimates based on mea-
surements sent by the sensor. Under perfect communication there is
no loss of data and packets arrive at the estimator instantaneously.
Under perfect integrity, the measured data is not compromised. For
this ideal case, the Kalman filter is the optimal estimator.

Let us recall the basic Kalman filter in systems theory for a
discrete-time linear dynamical system

xk+1 = Axk + wk, yk = Cxk + vk (1)

where, k ∈ N, xk, wk ∈ Rn denote the state vector and state noise
respectively, yk, vk ∈ Rp denote the output vector and measure-
ment noise respectively. Here, x0 is the initial state with Gaussian
random vector with zero mean and covariance Σ0, and wk and vk

are independent Gaussian random vectors with zero mean and co-
variance Q ≥ 0 and R > 0 respectively. It is known that under
the assumption that (A,C) is detectable and (A,Q) is stabilizable,
the estimation error covariance of the Kalman filter converges to a
unique steady state value from any initial condition.
The optimal estimate of xk, k ∈ N and the error covariance ma-
trix given the past measurements Yk = {y0, . . . , yk−1} are denoted
by x̂k|k−1 = E[xk|Yk] and Pk|k−1 = E[(xk − x̂k|k−1)(xk −
x̂k|k−1)>] respectively. Starting with x0|−1 = 0 and P0|−1 = Σ0,
the update equations for basic Kalman filter can be computed as

x̂k+1|k = Ax̂k|k

Pk+1|k+1 = APk|kA
> +Q

x̂k+1|k+1 = x̂k|k + Fk+1(yk+1 − Cx̂k+1|k) (2)
Pk+1|k+1 = (I − Fk+1C)Pk+1|k (3)

where, Fk+1 = Pk+1|kC
>(CPk+1|kC

> + R)−1 is the Kalman
gain matrix.

4.1.1 Quantifying robustness

From a Quality of Service (QoS) point-of-view, every raw measure-
ment yk sent over the communication network may not arrive at the
remote estimator. In particular, packets may be dropped when the
network is congested. Although this situation is not necessarily ad-
versarial, its effect is similar to a DoS attack. (Refer to A2 in Fig. 3).
This has motivated researchers to design Kalman filters that take
into account the history of packet losses. Two widely used packet
loss models are: the Bernoulli model and the Gilbert-Elliot model.
The Bernoulli model describes the packet loss process by indepen-
dent and identically distributed Bernoulli random variables. The
Gilbert-Elliot model considers that the network state evolves ac-
cording to a Markov chain. This model can represent bursty packet
losses.

The authors in [28] have studied the performance of the Kalman
filter under Bernoulli loss model. The packet loss is modeled as a

random process γk ∈ {0, 1} where, γk = 1 signifies successful
transmission and γk = 0 signifies lost packet. Let Pr(γk = 1) =
λk. Given the past measurements, {γ0, . . . , γk−1} and {yl : γk =
1, ∀l ≤ k − 1}, the update equations (2),(3) get modified as

x̂k+1|k+1 = x̂k|k + γk+1Fk+1(yk+1 − Cx̂k+1|k) (4)
Pk+1|k+1 = (I − γk+1Fk+1C)Pk+1|k (5)

Since both x̂k+1|k+1 and Pk+1|k+1 become functions of γk, they
are random variables. For Pr(γk = 1) = λ ∈ (0, 1], it was shown
that depending of properties of system (1), there exists a critical
value of packet dropout probability λc above which the expected
value of error covariance E[Pk|k] becomes unbounded.

Several extensions to this formulation have been proposed by
various researchers [15]. However, a key assumption in the de-
sign of such estimators is that the QoS parameters for the network
are known (e.g., the packet drop probability). This is a restrictive
assumption and requires inference of QoS parameters. Recently,
researchers have started considering state of the communication
network as a stochastic event that depends on its QoS. These ap-
proaches estimate the state of the network together with the system
state.

4.1.2 Increasing robustness

In addition to uncertain QoS parameters, other important statistics
such as the distribution of measurement noise may not be fully
known. This situation is similar to a deception attack. (Refer to
A1 in Fig. 3.) If the actual values of these parameters deviate sig-
nificantly from what is assumed in the design, the estimation per-
formance might degrade catastrophically. A promising approach to
design algorithms that are robust to parameter variations is the min-
imax approach or robust estimation. Minimax approaches to design
estimators can be viewed as a game in which the performance of
the estimator depends on the elements of a set of estimators and an
uncertainty set that includes the set of possible values the unknown
parameters can assume. We now briefly discuss the main idea be-
hind minimax or robust estimation.

Let U denote the space of estimators and V denote the space
of uncertain parameters. The estimator performance defined as a
function of estimation error J = J (u, v) is to be minimized by
u ∈ U and maximized by v ∈ V ⊂ V . Here, U ⊂ U is the
set of admissible estimators and V ⊂ V is the set of admissible
uncertainties. Thus, the triple (J , U, V ) define a zero-sum game.
For a given v ∈ V , the estimator u∗(v) is optimal if J (u∗(v), v) =
infu∈U J (u, v). On the other hand, v∗(u) is worst-case uncertainty
point for u ∈ U if v∗(u) ∈ arg maxv∈V J (u, v). An estimator uL

is minimax or best-case robust filter for the game (J , U, V ) if

uL ∈ arg min
u∈U

sup
v∈V
J (u, v).

Similarly, an uncertainty point vR is worst-case point for the game
(J , U, V ) if

vL ∈ arg max
v∈V

inf
u∈U
J (u, v).

The pair (uL, vL) ∈ U × V is called a saddle point solution to the
game (J , U, V ) if

J (u, vL) ≤ J (uL, vL) ≤ J (uL, v) (6)

If (uL, vL) is a saddle point solution to the game (J , U, V ), then by
equation (6) one can conclude that no estimator other than uL gives
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the best performance at vL and that vL is the worst-case uncertainty
point for uL. Thus, uL is the desired minimax estimator. Many
researchers have worked on minimax estimation problems [32, 26]
which essentially reduces to finding conditions for existence of sad-
dle point solution.

4.2 Fault-tolerant control

The components of CPS are vulnerable to random failures and
service degradation. In the area of automatic control, fault detec-
tion and diagnosis (FDD) methods as well as fault tolerant con-
trol (FTC) designs have been developed in order to increase the
reliability and maintainability of systems prone to failures [5]. The
main goal of a FTC system is to maintain stability and ensure an
acceptable performance level under normal operating conditions as
well as under component malfunctions by employing appropriate
physical and/or analytical redundancies.

FTC approaches can be broadly classified into two categories:
passive and active. In passive FTC, a limited number of faulty con-
figurations are taken into account while designing the controller.
Once designed, the passive controller can compensate for the antic-
ipated configurations without any FDD schemes or reconfigurable
control design. Thus in effect, passive FTC can be viewed as robust
control design for limited number of failures. From a performance
viewpoint, the passive FTC approaches are conservative.

Consider the following stabilization problem example [30]:

ẋ = Ax+Bu, y1 = C1x, . . . , yn = Cmx

with x ∈ Rn, u ∈ Rq, yi ∈ R, i = {1,m}. The measurements
yi denote the output of sensor i that can potentially fail. Stoustrup
and Blondel [30] show that if (A,B) is stabilizable and (Ci, A),
i = {1,m} are detectable, there exists a fault tolerant compensator
that simultaneously stabilizes the system in the case when at most
one of the m sensors fail.

In contrast to passive FTC, active FTC has a fault detection
and isolation (FDI) unit in the control system. Generally speaking,
an active FTC system has four components [5]: FDD unit, reconfig-
uration mechanism, reconfigurable controller and reference gover-
nor. The FDD unit estimates the system state and fault parameters
based on measurement and control data. Upon detection of a fault,
the FDD activates the reconfiguration mechanism and the reconfig-
urable controller (RC) designs the control parameters to ensure sta-
bility and acceptable performance. The RC can switch between one
of the several predesigned control laws or can synthesize a new con-
trol law in real-time. In addition, the RC also ensures that the tra-
jectory tracking goal provided by reference governor is achieved. In
the event of performance degradation, the reference governor may
be used to adjust control inputs. The main problems in the design
of active FTC systems are: (1) RC design, (2) FDD schemes that
are sensitive to faults and robust to model uncertainties and operat-
ing condition variations, (3) reconfiguration mechanism to suitably
recover normal operating performance.

4.3 Distributed Estimation

Recent activity in distributed coordination and control of co-
operative agents has resulted in advances in distributed estimation
schemes [22]. These distributed estimation techniques explicitly
consider communication constraints of participating agents and aim
at scalability to large network sizes by using consensus algorithms.

We briefly discuss distributed Kalman filter (DKF) of [22] to mo-
tivate the application of similar algorithms for estimation problems
in CPS.

Consider a system similar to equation (1) in which xk ∈ Rn

denote the state vector and yk, vk ∈ Rmp denote the output vec-
tor of p−dimensional measurement obtained from from m sensors.
Olfat-Saber [22] shows that for a sensor network monitoring a pro-
cess of dimension n withm sensors, mmicro-Kalman filters which
are embedded in each sensor can jointly arrive at same estimate of
x̂ via a consensus approach. The nodes of the sensor network solve
two consensus problems to jointly calculate the average inverse er-
ror covariance matrix and average measurements at every iteration
of the DKF.

4.4 Control for CPS: What is missing?
The field of automatic control is more mature in comparison

to information security; however, despite great achievements in
the field of nonlinear and hybrid systems theory, robust, adaptive,
game-theoretic and fault-tolerant control, much more needs to be
done for design of secure control algorithms to ensure survivability
of CPS. We propose that there is a need of further research in the
following areas of control theory.

Claim 5: We need to design novel robust control and estimation
algorithms that consider more realistic attack models from a secu-
rity point-of-view. As identified in Section 3.2, these attack models
should model deception and DoS attacks. Under the influence of
such attacks, these algorithms should optimize the worst-case per-
formance. Game theoretic techniques developed in economics for
modeling rational adversaries might also be useful for this task.

Claim 6: In addition to the state of the system to be controlled,
the state of communication network should be jointly estimated.
Approaches to estimate the indicators of QoS and integrity of the
communication network based on available network data should be
developed. The estimated state of the network should be used to
design transmission policies for sensors and actuators as well as
scheduling policies for controllers to optimize performance.

Claim 7: Physical and analytical redundancies should be
combined with security principles (e.g., diversity and separation of
duty) to adapts or reschedules its operation during attacks. For
example, under sensor faults or when only intermittent sensory in-
formation is available, the system should be able to operate using
open-loop control for a sufficient amount of time.

Claim 8: A notion of trustworthiness should be associated
with different components of CPS and trust management schemes
should be designed when the above redundancies are in place. For
example, if the trustworthiness metric of a component deviates sig-
nificantly from the trust that is associated with the component, then
the component may be regarded as insecure and its contribution to-
ward the operation of DNCS may be restricted or discarded.

5 Conclusions
Definition 2: The Secure control problem refers to any of the

algorithms and architectures designed to survive deception and DoS
attacks against CPS under a well-defined adversary model and trust
assumptions. As we have discussed, there are many research chal-
lenges to achieve our secure control objectives. Some of them are,

Challenge 1: In the design and analysis of secure control algo-
rithms we need to introduce a trust analysis of the CPS architec-
ture, and realistic and rational adversary models that can launch
deception or DoS attacks against CPS.
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Challenge 2: Design new proactive algorithms and architec-
tures that are robust against a given adversary model and that pro-
vide provable performance bounds (to understand the limits of the
resiliency of the algorithms).

Challenge 3: Design reactive algorithms and architectures for
real-time detection and response for a given adversary model.

Challenge 4: In the design of these new algorithms we need to
study how attacks affect the performance of the estimation and con-
trol algorithms –and ultimately, how they affect the real world– by
incorporating the dynamical models of the systems being monitored
and controlled.

We hope that this paper, and these challenges and definitions
provide enough motivation for future discussions, and interest for
analytical work in secure control.
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