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2. Activities and Findings

2.1. Project Activities

This is the fifth Annual Report for the NSF Large ITR on “Foundations of Hybrid and Embedded Systems and Software.” This year generally saw a great deal of synergy among various researchers. This research activity is primarily organized through CHESS at the University of California, Berkeley (Center for Hybrid and Embedded Systems and Software, http://chess.eecs.berkeley.edu), ISIS at Vanderbilt University (Institute for Software Integrated Systems, http://www.isis.vanderbilt.edu), and the Department of Mathematical Sciences, (http://msci.memphis.edu) at the University of Memphis.

The web address for the overall ITR project is:
http://chess.eecs.berkeley.edu/projects/ITR/main.htm

This web site has links to the proposal and statement of work for the project.

Main events for the ITR project in its fifth year were:

- CHESS NSF ITR Fourth Year Site Visit, October 4, 2006, Alexandria, VA. The program and presentations are available at http://chess.eecs.berkeley.edu/conferences/06/FallReview/index.htm

- CHESS Winter Meeting, February 14, 2007, UC Berkeley. The program and the presentations are available at http://chess.eecs.berkeley.edu/conferences/07/WinterReview/program.htm

- The Berkeley Electrical Engineering Annual Research Symposium (BEARS) featured an open house co-sponsored by Chess in order to display results for the benefit of our industrial partners and friends of the project. The program and presentations are available at http://www.eecs.berkeley.edu/BEARS/2007/index.html

- A weekly Chess workshop was held at Berkeley. The speakers and topics are listed in Section 4.4.3, and presentations for the workshop are available at http://chess.eecs.berkeley.edu/seminar.htm

We organize this section by thrust areas that we established in the statement of work.

2.1.1. Hybrid Systems Theory

We have proposed to build the theory of mixed discrete and continuous hybrid systems into a mathematical foundation of embedded software systems. For this purpose we have been pursuing four directions:

1. We have been designing models of computation that permit the composition of non-functional properties. Our work in composition of domain-specific modeling languages has supplemented the understanding we have gained in previous years on real-time and functional properties. We also continued our work on composition as a non-zero-sum game where the players (components) have different objectives.
2. We have been designing robust models of computation, where small perturbations of the system description cause only small changes in the system behavior. We have also been continuing our work in fault-tree analysis, where we generate threes based on dataflow graphs.

3. We have been developing and evaluating several methods for the computational treatment of hybrid systems. In particular, we have matured our design and implementation of a deterministic operational semantics for the simulation of hybrid systems, as well as ellipsoid-based algorithms for the efficient reach-set analysis of hybrid systems. Our work in game-based reasoning continues to inform how memoryless operations can be used to achieve some measure of optimality while still remaining within objectives of reachability.

4. We have been developing stochastic models that combine hybrid dynamics with sources of uncertainty. For controlling such stochastic systems, we improved the best known algorithms for solving stochastic games. We also pursued the application of stochastic hybrid models in systems biology and for other classes of small noise perturbation of deterministic hybrid systems.

2.1.1.a. Deep Compositionality

Compositional Specification of Behavioral Semantics
An emerging common trend in model-based design of embedded software and systems is the adoption of Domain-Specific Modeling Languages (DSMLs). While abstract syntax metamodeling enables the rapid and inexpensive development of DSMLs, the specification of DSML semantics is still a hard problem. In previous work, we have developed methods and tools for the semantic anchoring of DSMLs. Semantic anchoring introduces a set of reusable “semantic units” that provide reference semantics for basic behavioral categories using the Abstract State Machine (ASM) framework. In [21] we extend the semantic anchoring framework to heterogeneous behaviors by developing a method for the composition of semantic units. Semantic unit composition reduces the required effort from DSML designers and improves the quality of the specification.

Composing Different Models of Computation in Ptolemy II and Kepler
A model of computation (MoC) is a formal abstraction of execution in a computer. There is a need for composing MoCs in e-science. Kepler, which is based on Ptolemy II, is a scientific workflow environment that allows for MoC composition. This paper explains how MoCs are combined in Kepler and Ptolemy II and analyzes which combinations of MoCs are currently possible and useful. It demonstrates the approach by combining MoCs involving dataflow and finite state machines. The resulting classification should be relevant to other workflow environments wishing to combine multiple MoCs. Keywords: Model of computation, scientific workflow, Kepler, Ptolemy II [28].
Hybrid Geometric Reduction of Hybrid Systems
The reduction of mechanical systems with symmetries plays a fundamental role in understanding the many important and interesting properties of these systems. We have been working to generalize this result to a hybrid setting—a formidable obstacle to which is the copious mathematical framework needed to perform reduction. Such a generalization of reduction, therefore, requires a new method for viewing “hybrid objects,” one that allows classical mathematical objects and morphisms between these objects to be easily “hybridized.” The framework in which we have been working to carry out this generalization is that of category theory, and specifically through the notion of a hybrid object over a category (see [54]). Additional work is included in [76], where we show application to bipedal walkers. Techniques in Routhian reduction are presented in [82], and in [83] we discuss more uses for category theory to provide results in this area.

2.1.1.b. Robust Hybrid Systems

Fault Tree Analysis
In [70] we introduce a model-based approach to heterogeneous system design that enables the automatic generation of fault trees for analyzing system reliability properties. This approach extends our previous work that addressed the generation of fault trees from a dataflow model. In this new context, heterogeneous systems are composed of interacting discrete-time components, such as an electronic feedback controller, and continuous-time components, such as a plant. More recent work in computer-aided fault-tree generation methods is based on functional models of the system to produce a system fault tree automatically. Yet, most of these approaches were not applied to heterogeneous systems. Furthermore, these approaches continued to rely on intuition to create fault trees. Since in this approach fault tree generation is disjoint from the system modeling, consistency problems may arise when the structure and behavior of the system model is not accurately reflected. Our approach is different since we use a model of the system specified as a set of mathematical equations to derive the system fault modes and ultimately produce fault trees for heterogeneous systems.

2.1.1.c. Computational Hybrid Systems

Concurrent Reachability Games
A concurrent reachability game is a two-player game played on a graph: at each state, the players simultaneously and independently select moves; the two moves determine jointly a probability distribution over the successor states. The objective for player 1 consists in reaching a set of target states; the objective for player 2 is to prevent this, so that the game is zero-sum. Our contributions are two-fold. In [63], we discuss that for all epsilon>0, memoryless epsilon-optimal strategies exist. We also present a strategy-improvement (a.k.a. policy-iteration) algorithm for concurrent games with reachability objectives. Other work in [65] studies Nash Equilibria for memoryless strategies. This work, along with [67][62][63], addresses techniques and results for these applications.

Zeno Conditions
In [80], and in more detail in [91], we propose a technique to extend the simulation of a Zeno hybrid system beyond its Zeno time point. A Zeno hybrid system model is a hybrid system with an execution that takes an infinite number of discrete transitions during a finite time interval. We
argue that the presence of Zeno behavior indicates that the hybrid system model is incomplete by considering some classical Zeno models that incompletely describe the dynamics of the system being modeled. This motivates the systematic development of a method for completing hybrid system models through the introduction of new post-Zeno states, where the completed hybrid system transitions to these post-Zeno states at the Zeno time point. In practice, simulating a Zeno hybrid system is challenging in that simulation effectively halts near the Zeno time point. Moreover, due to unavoidable numerical errors, it is not practical to exactly simulate a Zeno hybrid system. Therefore, we propose a method for constructing approximations of Zeno models by leveraging the completed hybrid system model. Using these approximations, we can simulate a Zeno hybrid system model beyond its Zeno point and reveal the complete dynamics of the system being modeled.

Zeno systems are also discussed in [92], with respect to the stability properties of a class of Zeno equilibria.

### 2.1.1.d. Stochastic Hybrid Systems

**Reachability analysis for controlled discrete time stochastic hybrid systems**

A model for discrete time stochastic hybrid systems whose evolution can be influenced by some control input is proposed in this paper. With reference to the introduced class of systems, a methodology for probabilistic reachability analysis is developed that is relevant to safety verification. This methodology is based on the interpretation of the safety verification problem as an optimal control problem for a certain controlled Markov process. In particular, this allows characterizing through some optimal cost function the set of initial conditions for the system such that safety is guaranteed with sufficiently high probability. The proposed methodology is applied to the problem of regulating the average temperature in a room by a thermostat controlling a heater (see [52]).

**Bounding Error for Stochastic Approximations**

The work in [85] introduces, develops and discusses an integration-inspired methodology for the simulation and analysis of deterministic hybrid dynamical systems. When simulating hybrid systems, and thus unavoidably introducing some numerical error, a progressive tracking of this error can be exploited to discern the properties of the system, i.e., it can be used to introduce a stochastic approximation of the original hybrid system, the simulation of which would give a more complete representation of the possible trajectories of the system. Moreover, the error can be controlled to check and even guarantee (in certain special cases) the robustness of simulated hybrid trajectories.

### 2.1.2. Hybrid Systems – Components for Embedded Systems

#### 2.1.2.a Building Efficient Simulations from Hybrid Bond Graph Models

Modern engineering systems are complex and made up of a large number of interacting components with nonlinear hybrid behaviors. This makes the building of accurate and computationally efficient simulation models a very challenging task. Recently, researchers and practitioners have adopted component- and actor-oriented frameworks for systematic construction of large models of complex systems. Such frameworks consist of mathematical
models for specifying individual component behavior and formal models of computation for defining component interactions. Simulation models are derived by representing the component behavior models as computational blocks, and the interaction models define the syntax and semantics of the connections between the blocks.

We have adopted the Hybrid Bond Graph (HBG) paradigm, an extension of the Bond Graph (BG) modeling language, for component-based modeling of embedded systems. It is a domain-independent topological modeling language that captures interactions among the different processes that make up the system and can be very effective in parameterized component-based modeling of hybrid systems. The challenge we face is in translating these models to computationally efficient simulation models.

The causal structure inherent in BG models provides the basis for conversion of BGs to efficient computational models. For HBGs, mode changes imply dynamic changes in the causal structure, and this alters the computational model during execution. We have developed a method for efficient simulation of HBG models by converting them to block diagram models, extending the procedure for BGs. Run-time changes are handled by reconfiguring the data flow paths within the blocks of the model. We demonstrate the technique by creating a computational model of an electrical power system in Matlab Simulink.

Our goal is to build efficient simulation models from HBG representations. The block diagram (BD) formalism is a widely used graphical, computational scheme for describing simulation models of continuous and hybrid systems (e.g., Ptolemy, Modelica, and Simulink, among others). We adopt the BD modeling paradigm, and develop a methodology for transforming HBGs to BDs [26][27].

We encounter two primary challenges in generating simulation models from HBG representations.

**Challenge 1:** Avoid pre-enumeration of model configurations. Consider a HBG model with \( m \) components and assume that each component has \( n_i \) switching junctions, where \( i = 1, 2, \ldots, m \). The HBG model, then, defines

\[
\sum_{i=1}^{m} 2^{n_i}
\]

\( n_i \) different system modes (or model configurations). When that number is large, it is infeasible to pre-enumerate all the model configurations before running the simulation. Therefore, mode changes, and reconfiguration of the BD model, have to be performed during run-time. Mode changes, implemented as junction switching, produce changes in the HBG model topology, which implies that the connections between blocks in the BD model may change dynamically during the simulations.

**Challenge 2:** Avoid algebraic loops. In component-based modeling, the underlying mathematical model is usually a set of differential-algebraic equations (DAEs). The DAE models may include algebraic loops. A system of equations with algebraic loops has a fixed point solution if the conditions for a unique solution are satisfied. However, generating the solution may become computationally expensive if the fixed point method needs many iterations to converge to a solution when algebraic loops are present. The order of equation evaluation, then, becomes very important.

When junction switches occur in a HBG model the following changes are made to the existing block diagram to generate the block diagram for the new mode.
1) Update the active HBG structure based on the junctions that change state. This procedure is described in Section 2.

2) Evaluate the changes in the determining bonds for the junctions in the HBG structure, and propagate these changes to derive the block diagram structure for the new mode.

For this work we implement the block diagram simulation models using Simulink. The Simulink environment provides all the primitives to implement the block diagram structure for a bond graph, and the bond graph elements. For hybrid junctions, we must implement the control structure as well as the dataflow structure. Rather than implementing a switching junction using discrete Simulink blocks, or using Stateflow extensions to Simulink, we implement the switching junction as custom written S-functions in C/C++. The S-function implements the dataflow machinery for the junction, as well as the evaluation of the control specification for the junction. For each bond connected to the junction, the S-function adds an input/output signal pair. The mapping of these signals to the effort/flow variables is determined dynamically. Note that we rely directly on the capabilities of the Simulink environment to detect the zero crossings, which define the mode changes. We have successfully tested this approach for developing a number of complex models for Advanced Life Support system applications.

In summary, our uses physical system modeling semantics as defined by BGs and HBGs to impose semantic structure on hybrid computational models in Simulink. Other elegant computational approaches, such as Ptolemy and HyVisual possess these semantics in a mathematical framework, but do not link these semantics to physical system principles. Therefore, we believe that our approach for building computational models from HBGs provides a comprehensive framework for starting from component-oriented physical system models and deriving efficient computational models for hybrid systems.

2.1.2.b Concurrency formalisms

Code Generation Frameworks
Embedded software requires concurrency formalisms other than threads and mutexes used in traditional programming languages like C. Actor-oriented design presents a high level abstraction for composing concurrent components. However, high level abstraction often introduces overhead and results in slower system. In [30], we address the problem of generating efficient implementation for the systems with such a high level description. We use partial evaluation as an optimized compilation technique for actor-oriented models. We use a helper-based mechanism, which results in flexible and extensible code generation framework. The end result is that the benefit offered by high level abstraction comes with (almost) no performance penalty. The code generation framework has been released in open source form as part of Ptolemy II.

Feedback in Strictly Causal Systems
In [46], we ask whether strictly causal components form well defined systems when arranged in feedback configurations. The standard interpretation for such configurations induces a fixed-point constraint on the function modeling the component involved. We bring together ideas from the areas of set theory, order theory, and theory of generalized ultrametric spaces to establish the existence of a unique fixed point for any such function constructively, what has resisted more traditional approaches and has been a much coveted albeit elusive goal.
2.1.2.c Application to system level design

System-level design (SLD) is considered by many as the next frontier in electronic design automation (EDA). SLD means many things to different people since there is no wide agreement on a definition of the term. Academia, designers, and EDA experts have taken different avenues to attack the problem, for the most part springing from the basis of traditional EDA and trying to raise the level of abstraction at which integrated circuit designs are captured, analyzed, and synthesized from. However, my opinion is that this is just the tip of the iceberg of a much bigger problem that is common to all system industry. In particular, I believe that notwithstanding the obvious differences in the vertical industrial segments (for example, consumer, automotive, computing, and communication); there is a common underlying basis that can be explored. This basis may yield a novel EDA industry and even a novel engineering field that could bring substantial productivity gains not only to the semiconductor industry but to all system industries including industrial and automotive, communication and computing, avionics and building automation, space and agriculture, and health and security, in short, a real technical renaissance (more information provided in [41]).

An Initial Study on Monetary Cost Evaluation for the Design of Automotive Electrical Architectures

One of the many challenges facing electronic system architects is how to provide a cost estimate related to design decisions over the entire life-cycle and product line of the architecture. Various cost modeling techniques may be used to perform this estimation. However, the estimation is often done in an ad-hoc manner, based on specific design scenarios or business assumptions. This situation may yield an unfair comparison of architectural alternatives due to the limited scope of the evaluation. A preferred estimation method would involve rigorous cost modeling based on architectural design cost drivers similar to those used in the manufacturing (e.g. process-based technical cost modeling) or in the enterprise software domain (e.g. COCOMO). This paper describes an initial study of a cost model associated with automotive electronic system architecture. The model's intended use is to evaluate system cost drivers in response to various architectural decisions (e.g. choosing a communication bus topology or mapping a function to hardware). The primary cost driver categories explored are design and development, part fabrication, assembly and in-service costs. The preliminary version of this cost model focuses on describing the key influences on cost, but not the entire mathematical model. The paper presents the cost model with the help of influence diagrams and illustrates the use of the cost modeling methodology through an automotive case study – a steer-by-wire system. As future work, we propose to build a cost model and supporting methodology that accounts for architecture evolution to address the issue of evolving architecture requirements as well as when and where to employ new technology in the architecture (see [32]).

Synthesis of task and message activation models in real-time distributed automotive systems

Modern automotive architectures support the execution of distributed safety- and time-critical functions on a complex networked system with several buses and tens of ECUs. Schedulability theory allows the analysis of the worst case end-to-end latencies and the evaluation of the possible architecture configurations options with respect to timing constraints. We present an optimization framework, based on an ILP formulation of the problem, to select the communication and synchronization model that exploits the trade-offs between the purely periodic and the precedence constrained data-driven activation models to meet the latency and
jitter requirements of the application. We demonstrated its effectiveness by optimizing complex real-life General Motors architecture (see [36]).

**Optimizing end-to-end latencies by adaptation of the activation events in distributed automotive systems**

Schedulability theory provides support for the analysis of the worst-case latencies in distributed computations when the architecture of the system is known and the communication and synchronization mechanisms have been defined. In the design of complex automotive systems, however, a great benefit of schedulability analysis may come from its use as an aid in the exploration of the software architecture configurations that can best support the target application. We present an optimization algorithm that leverages the trade-offs between the purely periodic and the data-driven activation models to meet the latency requirements of distributed vehicle functions. We demonstrate its effectiveness on a complex automotive architecture (see [37]).

### 2.1.3. Model-based Design

Model-based design of embedded systems is predicated on the notion that models play an essential role in the entire lifecycle of systems from specification, design, development, verification, integration to upgrade and maintenance. Our approach refines the overall concept of “model-driven development” (advocated for example by the Model-Driven Architecture (MDA) of the Object Management Group, [www.omg.org/mda](http://www.omg.org/mda)) by emphasizing two novel elements: (1) the use of domain-specific modeling languages, and (2) the integration of formal analysis tools, verification techniques and model transformations in the development process.

**Domain-specific modeling languages (DSMLs).** Our approach to the development of embedded systems is centered on analyzable models that capture the developer's design intent. Domain specificity means that modeling languages are tailored to the needs of the application domain. The success of this approach has been demonstrated by existing tools like Simulink/Stateflow and Matrix-X, which are widely used in the aerospace/automotive industry for flight control/vetronics software development. In spite of their successes, these tools exhibit two serious shortcomings: (1) It is impossible to reason formally about and verify the code generated by the tools since the semantics of their modeling languages are not precisely defined, and (2) It is very hard to integrate the generated code into a larger system which contains parts that use other models of computation.

We have continued our research on a technology that supports the precise definition of the abstract syntax and well-formedness rules for DSMLs through the use of meta-modeling and meta-programmable tools [11]. We have also extended our model transformation tool suite and deepened its theoretical foundation.

### 2.1.3.a Composition of Domain Specific Modeling Languages

Model-based design frameworks that aggressively use DSMLs need to support the composition of modeling languages. For example, the MIC infrastructure uses abstract syntax metamodeling and meta-programmable tool suites for the rapid construction of DSMLs with well-defined syntax and semantics. We focused our efforts on the semantic foundation of modeling languages and their extension to sensor network application domain.
During the last year we achieved the following progress in this research:

1. We have developed new theory for defining the structural semantics of domain specific modeling language and developed tools for composing and comparing metamodels [12][13][14][15]. Despite the fundamental role of structure in the model-based approach, it remained largely unformalized. To address this and other issues, we developed a mathematical formulation of structure, giving a precise tool-independent definition that is amendable to formal analysis. This work also provides a formal understanding of model transformations and metamodeling, yielding a complete picture of the structural basis of model-based design. In this sense, we broaden the term structural semantics to include the semantics of model transformation and metamodeling.

2. We have developed the second release of a semantic anchoring tool suite [19][25] that comprises (1) the ASM-based AsmL tool suite from Microsoft Research for specifying semantic units and (2) the MIC modeling (GME) and model transformation (GReAT) tool suites that support the specification of transformation between the DSML metamodels and the Abstract Data Models used in the semantic units. Our attention turned to the formulation of semantic units (as opposed to the technique for their formal specification). We continued experimenting with building alternative derivations for “systems of semantic units” that logically bring together behavioral and interaction categories. This work closely related to Berkeley’s work on abstract semantics but approaches the problem from a very different angle.

3. We have continued developing the foundations for the compositional specification of behavioral semantics in the semantic anchoring framework [17][18][21]. In the semantic anchoring infrastructure, we define a finite set of semantic units, which capture the semantics of basic behavioral and interaction categories. If the semantics of a DSML can be directly anchored to one of these basic categories, its semantics can be defined by simply specifying the model transformation rules between the metamodel of the DSML and the Abstract Data Model of the semantic unit [18]. However, in heterogeneous systems, the semantics is not always fully captured by a predefined semantic unit. If the semantics is specified from scratch (which is the typical solution if it is done at all) it is not only expensive but we loose the advantages of anchoring the semantics to (a set of) common and well-established semantic units. This is not only loosing reusability of previous efforts, but has negative consequences on our ability to relate semantics of DSMLs to each other and to guide language designers to use well understood and safe behavioral and interaction semantic “building blocks” as well. Our proposed solution is to define semantics for heterogeneous DSMLs is the composition of semantic units. If the composed semantics specifies a behavior which is frequently used in system design (for example, the composition of SDF interaction semantics with FSM behavioral semantics defines semantics for modeling signal processing systems), the resulting semantics can be considered a derived semantic unit, which is built on primary semantic units, and could be offered up as one of the set of semantic units for future anchoring efforts. Note that primary semantic units refer to the semantic units that capture the semantics of the basic behavioral categories, such as FSM, TA and HA. The composition approach we describe in the rest of the paper is
strongly influenced by Gossler and Sifakis framework for composition by clearly separating behavior and interaction.

4. We continued our efforts in migrating research results into stable tool suites and presenting their use for the broader community [11][23][24]. Some of our complex applications turned our attention to the challenges of managing large models. This requires the development of a variety of techniques for the decomposition and recomposition of large model databases. The unique challenge is the reconstruction of model consistency after model recomposition.

5. We have extended model-based design approaches to developing sensor network applications on SOA platforms [8][10][22].

2.1.3.b Model Transformations

In the model-based design area, we have further developed and refined our model transformation tool suite. Based on practical feedback from users who have used the model transformation language GReAT, we have developed a suite of new capabilities, listed below. The updated language and tools are available from the ESCHER website (http://escher.isis.vanderbilt.edu).

- Templatized transformation rules. This is a construct, similar to the ‘template functions’ of C++ or ‘higher-order functions’ of ML and Haskell, where the type of specific rule elements is not specified at rule definition time, rather when the rule is used in a context. ‘Template rules’ are almost identical to normal rules, except the type of pattern variables (i.e. classes) is not bound. When a ‘template rule’ is used in a larger model transformation, then the designer has the opportunity to ‘bind’ the type of the pattern variable to a concrete type. This improves readability and the reusability of transformation rules.

- ‘Blockification’ tool. When constructing complex transformations, we have observed that it is a very common operation when the user groups together a certain sequence of rewriting rules into a block which is then re-used on a higher level. When done manually, this involves a lot of tedious editing operations that are error-prone. We have developed an interactive tool that allows selecting a group of rules and forms a higher-level block from them that is inserted into their place. This tool is a ‘modeler’s aid’ for constructing complex transformations. The tool checks several consistency properties and executes the ‘blockification’ only if the result does not violate the semantics of the original transformation program.

- ‘Next rule connector’ tool. Similarly to the tool explained above, this tool supports the rapid, sequential ‘wiring’ of two transformation rules. The designer has to select an ‘upstream’ and ‘downstream’ rule, and the tool connects them up using the ordering of the ports of the rules. The tool performs a semantic check on the compatibility between the rules, and establishes the connections only if they are legal.

- ‘Group’ operator. One common operation in transforming designs (using graph transformation techniques) is the deletion, copying, or moving entire subgraphs. While this could be done with elementary operations of node/edge addition and removal, their modeling is rather cumbersome. To support such operations in a convenient manner, we have introduced a new type of rewriting rule into the transformation language: the ‘group’ rule. The group rule matches the host graph and generates (potentially multiple) matches for the pattern nodes and edges. Now, the designer can select specific pattern
nodes and edges to form ‘groups’ (i.e. sub graphs) from the matched elements, which are treated as a unit, a ‘cluster’. These clusters can then be deleted/copied/moved as a unit in the action part of the rule. The detailed design of this operator has been published in [1]. We have found a number of application examples for the new operator; these have been published in [2]. Both the GREAT interpreter and the code generator support now this new operator.

We have used the GReAT tool suite during the year in developing model transformations for this ITR project, as well as for other sponsored research projects. In the context of this ITR, we have used GReAT to develop a model transformer that uses a transformational approach to ‘platform modeling’. In another, NASA-sponsored project we have used the language to develop a Simulink and Stateflow code generator that compiles (restricted) models into C code and another, intermediate language that can then be subjected to static code analysis to prove safety-critical properties of the code (e.g. no buffer overflows). During the year, we have continued making improvements to the GReAT and UDM packages.

Another related effort focused on platform modeling and the connection between modeling languages and analysis tools.

In the platform modeling area, we developed a new “platform modeling language” (PML) that allows the rapid construction of “design model –> analysis model” transformation tools. In this language, one has to explicitly include an extended metamodel for the platform that is assumed by the design modeling language. This extended metamodel captures how the “components” and the “run-time kernel” of the target run-time system look like in terms of concepts of language of the analysis tool. Additionally, the language supports a high-level specification of the mapping of design language structures into the “components” and the “run-time kernel”. This mapping is specified using a higher-order, graph-transformation-based language that is simpler than GReAT. The results of this work have been reported in [4] and [6], the latter being a PhD thesis.

One of the most difficult problems in model transformations is to ensure their correctness. For complex, model-based design tool chains, it is essential that the model transformations connecting the different tools preserve semantics of the models they translate. We have started working on this problem and one approach, based on verifying the correctness of specific instances of transformations has been developed for specific set of examples. Early results have been published in [5] and [7]. These techniques can be considered as light-weight formal methods for producing an ‘independent certificate’ for each execution of the transformation that proves that the models transformed preserve some property of interest (e.g. reachability in finite transition systems).

### 2.1.4 Experimental Research

The main emphasis of our research is on the foundations of hybrid systems theory and of embedded system design. However, in the best tradition of our groups, a strong application program is necessary to verify the viability of the theory and to uncover difficult problems that provide appropriate motivation to develop new methods and theories. Most of the applications studied are distributed systems where scarce and fragile resources have to be used to provide reliable behavior. Wireless sensor networks, distributed systems for automotive electronics, embedded systems for national and homeland defense, are but a few examples that attracted the attention of our research groups because of their complexity and of their objective importance.
We argue that the distributed nature of the applications poses additional challenges to overcome with an appropriate design methodology and supporting tools.

In particular, during this period, we have focused on the application to UAVs for air borne combat, Unmanned Underwater Vehicles, wireless sensor networks to control and monitoring, on fault-diagnosis, fault-adaptive and fault-tolerant approaches for distributed systems, and finally, on a multi-media problem as a test vehicle for the methodology and the tools embedded in Metropolis.

### 2.1.4.a. Embedded Control Systems

**Decentralized control of unmanned underwater vehicles**

A decentralized control scheme for large packs of unmanned underwater vehicles (UUV) using reachability computation and model predictive control is proposed and investigated. This scheme fits within a broader template based method for organizing and controlling large groups of UUVs and addressed one important mode of operation for these vehicles, specifically decentralized, coordinated group pursuit and tracking of intruders through the UUV network. The reachability computation and model predictive control schemes are presented along with simulation results with medium-sized packs of UUVs. Hardware implementation is also described for five UUVs (see [31]).

### 2.1.4.b. Embedded Software for National and Homeland Security

**Autonomous Ground Vehicles**

Ground vehicle research, although more stable than airborne vehicles, presents the subtle problem of providing intelligent behavior which operates in real-time, executes safely, and yet provides a “smooth” reaction to stimuli—i.e., the software behavior is somewhat humanized. Our application is the DARPA Urban Challenge, and we are using the ground vehicle testbed to show the performance of various algorithms and advancements in theory of switched systems, model-predictive control, parameter identification, time-triggered distributed components, and computer vision, as well as how these components work in real-time with one another.

Additional concerns which this project addresses are distributed software testing, component-based design, and vehicle/sensor health monitoring. We are proving many of the theories and algorithms which have been developed in the last four years of the ITR.

**Real-time Computer Vision**

The goal of this task is to detect moving objects using a stereo camera system mounted on a car. This information will be used to detect, and estimate the trajectories of (possibly) mobile obstacles such as other vehicles. Note that, in this scenario, we wish to detect both objects in close proximity to our vehicle (for example, the vehicle in front of us), and also objects that are farther away (for example, oncoming vehicles), so we cannot make assumptions about whether height errors at adjacent pixels appear to be close to planar. Our solution must also be able to run in real time. In this application, we are interested in determining 3D motion in the scene, rather than the more-studied case of 2D motion in the image. In particular, we want to find the motion of objects in the scene relative to each other; if we have vehicle state data available, or if we can assume that the majority of the scene is not moving, we can determine which motion-segmented
region corresponds to the background and remove its perceived motion from the perceived motion of the other objects, obtaining the motion of the other objects in a global frame.

2.1.4.c. Networks of Distributed Sensors


VisualSense is a modeling and simulation framework for wireless and sensor networks that builds on and leverages Ptolemy II. Modeling of wireless networks requires sophisticated representation and analysis of communication channels, sensors, ad-hoc networking protocols, localization strategies, media access control protocols, energy consumption in sensor nodes, etc. This modeling framework is designed to support a component-based construction of such models. It supports actor-oriented definition of network nodes; wireless communication channels, physical media such as acoustic channels, and wired subsystems. The software architecture consists of a set of base classes for defining channels and sensor nodes, a library of subclasses that provide certain specific channel models and node models, and an extensible visualization framework. Custom nodes can be defined by subclassing the base classes and defining the behavior in Java or by creating composite models using any of several Ptolemy II modeling environments. Custom channels can be defined by subclassing the WirelessChannel base class and by attaching functionality defined in Ptolemy II models. It is intended to enable the research community to share models of disjoint aspects of the sensor nets problem and to build models that include sophisticated elements from several aspects. VisualSense can be downloaded from [http://ptolemy.eecs.berkeley.edu/visualsense/](http://ptolemy.eecs.berkeley.edu/visualsense/).

**Viptos: a Programming Models for Sensor Networks**

Viptos (Visual Ptolemy and TinyOS) is an integrated graphical development and simulation environment for TinyOS-based wireless sensor networks. Viptos allows developers to create block and arrow diagrams to construct TinyOS programs from any standard library of nesC/TinyOS components. The tool automatically transforms the diagram into a nesC program that can be compiled and downloaded from within the graphical environment onto any TinyOS-supported target hardware. In particular, Viptos includes the full capabilities of VisualSense, which can model communication channels, networks, and non-TinyOS nodes. Viptos is compatible with nesC 1.2 and includes tools to harvest existing TinyOS components and applications and convert them into a format that can be displayed as block (and arrow) diagrams and simulated.

Viptos is based on TOSSIM and Ptolemy II. TOSSIM is an interrupt-level simulator for TinyOS programs. It runs actual TinyOS code but provides software replacements for the simulated hardware and models network interaction at the bit or packet level. Ptolemy II is a graphical software system for modeling, simulation, and design of concurrent, real-time, embedded systems. Ptolemy II focuses on assembly of concurrent components with well-defined models of computation that govern the interaction between components. VisualSense is a Ptolemy II environment for modeling and simulation of wireless sensor networks at the network level.

Viptos provides a bridge between VisualSense and TOSSIM by providing interrupt-level simulation of actual TinyOS programs, with packet-level simulation of the network, while allowing the developer to use other models of computation available in Ptolemy II for modeling various parts of the system. While TOSSIM only allows simulation of homogeneous networks where each node runs the same program, Viptos supports simulation of heterogeneous networks.
where each node may run a different program. Viptos simulations may also include non-TinyOS-based wireless nodes. The developer can easily switch to different channel models and change other parts of the simulated environment, such as creating models to generate simulated traffic on the wireless network.

Viptos inherits the actor-oriented modeling environment of Ptolemy II, which allows the developer to use different models of computation at each level of simulation. At the lowest level, Viptos uses the discrete-event scheduler of TOSSIM to model the interaction between the CPU and TinyOS code that runs on it. At the next highest level, Viptos uses the discrete-event scheduler of Ptolemy II to model interaction with mote hardware, such as the radio and sensors. This level is then embedded within VisualSense to allow modeling of the wireless channels to simulate packet loss, corruption, delay, etc. The user can also model and simulate other aspects of the physical environment including those detected by the sensors (e.g., light, temperature, etc.), terrain, etc. Viptos can be downloaded from http://ptolemy.eecs.berkeley.edu/viptos/.

Control of Communication Networks
In a series of papers Abate and co-authors have continued to explore using stochastic hybrid systems congestion control schemes for both wired and wireless networks. These methods have tremendous applicability to other classes of network embedded systems as well (see [77][86]).

2.2. Project Findings

Abstracts for key publications representing project findings during this reporting period, are provided here. A complete list of publications that appeared in print during this reporting period is given in Section 4 below, including publications representing findings that were reported in the previous annual report.


In practical applications of graph transformation techniques to model transformations one often has the need for copying, deleting, or moving entire subgraphs that match a certain graph pattern. While this can be done using elementary node and edge operations, the transformation is rather cumbersome to write. To simplify the transformation, we have recently developed a novel approach that allows selecting subgraphs from the matched portion of the host graph, applying a filter condition to the selection, and performing a delete, move, or copy operation on the filtered result in the context of a transformation rule. The approach has been implemented in the GReAT language and tested on examples that show the practical efficacy of the technique. The paper describes the technique in detail and illustrates its use on a real-life example.

[2] D. Balasubramanian, A. Narayanan, S. Neema, B. Ness, F. Shi, R. Thibodeaux, and G. Karsai: “Applying a Grouping Operator in Model Transformations”, submitted to 3rd International Workshop on Graph and Model Transformation (GraMoT). (Submitted.) The usability of model transformation languages depends on the level of abstractions one can work with in rules to perform complex operations on models. Recently, we have
introduced a novel operator for our model transformation language GReAT that allows the concise specification of complex model (graph) rewriting operations. In this paper we show how the new operator can be used to implement non-trivial model manipulations with fewer and simpler rules, while maintaining efficiency. The examples were motivated by problems encountered in real-life model transformations.


Model-driven development of software systems envisions transformations applied in various stages of the development process. Similarly, the use of domain-specific languages also necessitates transformations that map domain-specific constructs into the constructs of an underlying programming language. Thus, in these cases, the writing of transformation tools becomes a first-class activity of the software engineer. This paper introduces a language that was designed to support implementing highly efficient transformation programs that perform model-to-model or model-to-code translations. The language uses the concepts of graph transformations and metamodeling, and is supported by a suite of tools that allow the rapid prototyping and realization of transformation tools.


Modeling the computational platforms is necessary to analyze the execution characteristics of systems developed using a model-based approach. In this paper, we introduce a novel platform modeling language: PML that is based on (a) transformational concepts borrowed from graph transformation languages, and (b) generative concepts from platform modeling, like 'kernel skeleton'. PML relies on higher-level, compact constructs that represent a special case of model transformations, and which are then used to specify platform semantics. The paper also illustrates how PML constructs can be compiled into lower-level constructs of more traditional model transformational languages, such as GReAT.


Graph transformation is often used to transform domain models from one domain specific language (DSML) to another. In some cases, the DSMLs are based on a formalism that has many implementation variants, such as Statecharts. For instance, it could be necessary to transform iLogix Statechart models into Matlab Stateflow models. The preservation of behavior of the models is crucial in such transformations. Bisimulation has previously been demonstrated as an approach to verifying behavior preservation, and semantic anchoring is an approach to specifying the dynamic semantics of DSMLs. We propose a method to verify behavior preservation, using bisimulation in conjunction with semantic anchoring. We will consider two hypothetical variants of the Statecharts formalism, and specify the operational semantics of each variant by semantic anchoring, using Abstract State Machines as a common semantic framework. We then establish
bisimulation properties to verify if the behavior models of the source and target Statechart models are equivalent for a particular execution of the transformation.

This dissertation proposes a novel approach, applicable in the design-time analysis and verification of computer-based systems. The proposed approach, platform modeling, constructs analysis models capturing the system's behavior on a particular implementation platform. The approach is discussed in the context of Model-Integrated Computing, which is a development methodology leveraging on the use of domain-specific modeling languages and advanced model transformation techniques. During development, platform-independent design models are refined into platform-specific models using model transformation. The main contribution of this work is the enhancement of this process with the automatic generation of analysis models. These analysis models assign platform-specific semantics to the design model. This assignment is done through a transformational approach, using graph transformation. The dissertation presents a case study using a conventional graph transformation tool. Then, a new graph transformation language designed specifically for such transformations is proposed, and its advantages are demonstrated.

Model based techniques have become very popular in the development of software for embedded systems, with a variety of tools for design, simulation and analysis of model based systems being available (such as Matlab's Simulink, the model checking tool NuSMV, etc.). Model transformations usually play a critical role in such model based development approaches. While the available tools are geared to verify properties about individual models, the correctness of model transformations is generally not verified. However, errors in the transformation could present serious problems. Proving a property for a certain source model becomes irrelevant if an erroneous transformation produces an incorrect target model. One way to provide assurance about a transformation would be to prove that it preserves certain properties of the source model (such as reachability) in the target model. In this paper, we present some general approaches to providing such assurances about model transformations. We will present some case studies where these techniques can be applied.

Heterogeneous sensor networks consisting of networked devices embedded into the physical world have a significant role in pervasive computing systems. Such sensor networks may contain wireless sensor networks that are ensembles of small, smart, and cheap sensing and computing devices that permeate the environment, as well as high-bandwidth rich sensors such as satellite imaging systems, meteorological stations, air
quality stations, and security cameras. Emergency response, homeland security, and many other applications have a very real need to interconnect such diverse networks and access information in real-time. While Web service standards provide well-developed mechanisms for resource-intensive computing nodes, linking such mechanisms with wireless sensor networks is very challenging because of limited resources, volatile communication links, and often node mobility. This paper presents a service-oriented programming model and middleware for ad-hoc wireless sensor networks which permits discovery and access of Web services. Sensor network applications are realized as graphs of modular and autonomous services with well-defined interfaces that allow them to be published, discovered, and invoked over the network, providing a convenient mechanism for integrating services from heterogeneous sensor systems. Our approach provides dynamic discovery, composition, and binding of services based on an efficient localized constraint satisfaction algorithm that can be used for developing ambient-aware applications that adapt to changes in the environment. A tracking application that employs many inexpensive sensor nodes, as well as a Web service, is used to illustrate the approach. Our results demonstrate the feasibility of ambient-aware applications that interconnect wireless sensor networks and Web services.


Model-Integrated Computing, one practical manifestation of OMG’s Model Driven Architecture, advocates the development of domain specific modeling languages for system design, specification, and analysis. Recent years have seen a variety of new tools and metamodeling languages which support MIC-style model-based design, including the Eclipse Modeling Framework (EMF) and the Microsoft Domain-Specific Languages (DSL) tools. This situation introduces new challenges for system designers, including the challenge of deciding which tool and language to adopt for a particular project. This paper provides two contributions to the research on model-based design. First, we provide a technical comparison of three modeling languages and their supporting tools: GME’s MetaGME, EMF’s Ecore, and Microsoft’s developing Domain Model Designer language. Through this comparison we show that the consequences of choosing one metamodeling language over another are non-critical for language specification, since all of the metamodeling languages support the same fundamental language design concepts. Second, we generalize previous work to outline a set of tools and procedures which may be used to adapt an existing metaprogrammable tool suite to support new metamodeling languages while maintaining backwards compatibility with existing tools and models.


Sensor webs are heterogeneous collections of sensor devices that collect information and interact with the environment. They consist of wireless sensor networks that are ensembles of small, smart, and cheap sensing and computing devices that permeate the environment as well as high-bandwidth rich sensors such as satellite imaging systems,
meteorological stations, air quality stations, and security cameras. Emergency response, homeland security, and many other applications have a very real need to interconnect such diverse networks and access information in real-time. While Internet protocols and Web standards provide well-developed mechanisms for accessing this information, linking such mechanisms with resource-constrained sensor networks is very challenging because of the volatility of the communication links. This paper presents a service-oriented programming model for sensor networks which permits discovery and access of Web services. Sensor network applications are realized as graphs of modular and autonomous services with well-defined interfaces that allow them to be described, published, discovered, and invoked over the network providing a convenient way for integrating services from heterogeneous sensor systems. Our approach provides dynamic discovery, composition, and binding of services based on an efficient localized constraint satisfaction algorithm that can be used for developing ambient-aware applications that adapt to changes in the environment. A tracking application that employs many inexpensive sensor nodes, as well as a Web service, is used to illustrate the approach. Our results demonstrate the feasibility of ambient-aware applications that interconnect wireless sensor networks and Web services.


[12] Jackson, E., Sztipanovits, J.: “Towards A Formal Foundation For Domain Specific Modeling Languages,” *Proceedings of the Sixth ACM International Conference on Embedded Software (EMSOFT’05)*, pp. 53-63, Seoul, Korea October 22-25, 2006. Embedded system design is inherently domain specific and typically model driven. As a result, design methodologies like OMG’s model driven architecture (MDA) and model integrated computing (MIC) evolved to support domain specific modeling languages (DSMLs). The success of the DSML approach has encouraged work on the heterogeneous com- position of DSMLs, model transformations between DSMLs, approximations of formal properties within DSMLs, and reuse of DSML semantics. However, in the effort to produce a mature design approach that can handle both the structural and behavioral semantics of embedded system design, many foundational issues concerning DSMLs have been overlooked. In this paper we present a formal foundation for DSMLs and for their construction within metamodeling frameworks. This foundation allows us to algorithmically decide if two DSMLs or metamodels are equivalent, if model transformations preserve properties, and if metamodeling frameworks have meta-metamodels. These results are key to building correct embedded systems with DSMLs.

Level Reasoning,” Models 07, (submitted)
The structural semantics of UML-based metamodeling were recently explored [1], providing a characterization of the models adhering to a metamodel. In particular, metamodels can be converted to a set of constraints expressed in a decidable subset of first-order logic, an extended Horn logic. We augment the constructive techniques found in logic programming, which are also based on an extended Horn logic, to produce constructive techniques for reasoning about models and metamodels. These methods have a number of practical applications: At the meta-level, it can be decided if a (composite) metamodel characterizes a non-empty set of models, and a member can be automatically constructed. At the model-level, it can be decided if a submodel has an embedding in a well-formed model, and the larger model can be constructed. This amounts to automatic model construction from an incomplete model. We describe the concrete algorithms for constructively solving these problems, and provide concrete examples.

Model-based approaches to system design are now widespread and successful. These approaches make extensive use of model structure to facilitate domain specific abstractions and platform modeling. However, the structural semantics of model-based approaches are not well-understood. In this paper we develop the formal foundations for the structural semantics of model-based design. Additionally, we show how our formalization can be applied to existing tools, and how it yields algorithms for the analysis of domain-specific modeling languages (DSMLs) and model transformations.

The process of specifying an embedded system involves capturing complex interrelationships between the hardware domain, the software domain, and the engineering domain used to describe the environment in which the system will be embedded. Developers increasingly turn to domain-specific modeling techniques to manage this complexity, through such approaches as Model Integrated Computing and Model Driven Architecture. However, the specification of domain-specific modeling language syntax and semantics remains more of an art than a science. Typically, the syntax of a DSML is captured using a metamodel; however, there are few best-practices for metamodeling and no public collection of reusable metamodel to address common language specification requirements. There is a need for an advanced, comprehensive language design environment that offers tool support for a wide range of metamodel reuse strategies and the preservation of metamodeling best-practices. We outline existing techniques for the reuse and composition of metamodels, and propose a new metamodel composition technique we call Template Instantiation.

We provide an overview of WiNeSim, a highly extensible wireless network modeling and simulation tool with a network attack modeling component. WiNeSim provides a high-level graphical modeling interface for the rapid declarative specification of network configurations, including the selection of node hardware, MAC protocols, and routing protocols. Furthermore, it enables users to specify certain network nodes to act as “smart” attackers who adapt their behavior and attack styles based on perceived network conditions in accordance with user-specified algorithms given as timed automata. WiNeSim is designed to easily integrate new network protocols and attack styles.


Domain-Specific Modeling Languages (DSMLs) play fundamental role in the model-based design of embedded software and systems. While abstract syntax metamodeling enables the rapid and inexpensive development of DSMLs, the specification of DSML semantics is still a hard problem. In previous work, we have developed methods and tools for the semantic anchoring of DSMLs. Semantic anchoring introduces a set of reusable “semantic units” that provides reference semantics for basic behavioral categories using the Abstract State Machine framework. In this paper, we extend the semantic anchoring framework to heterogeneous behaviors by developing method for the composition of semantic units. Semantic unit composition reduces the required effort from DSML designers and improves the quality of the specification. The proposed method is demonstrated through a case study.


Domain-Specific Modeling Languages (DSMLs) play fundamental role in the model-based design of embedded software and systems. While abstract syntax metamodeling enables the rapid and inexpensive development of DSMLs, the specification of DSML semantics is still a hard problem. In previous work, we have developed methods and tools for the semantic anchoring of DSMLs. Semantic anchoring introduces a set of reusable “semantic units” that provide reference semantics for basic behavioral categories using the Abstract State Machine framework. In this paper, we extend the semantic anchoring framework to heterogeneous behaviors by developing method for the composition of semantic units. Semantic unit composition reduces the required effort from DSML designers and improves the quality of the specification. The proposed method is demonstrated through a case study.


In previous work we have discussed a semantic anchoring framework that enables the semantic specification of Domain-Specific Modeling Languages by specifying semantic anchoring rules to predefined semantic units. This framework is further extended to support heterogeneous systems by developing a method for the composition of semantic
units. In this paper, we explain the semantic unit composition through a case study.


The paper describes a new transitioning model, ESCHER, that focuses on establishing a quality controlled repository supported by industry.


An emerging common trend in model-based design of embedded software and systems is the adoption of Domain-Specific Modeling Languages (DSMLs). While abstract syntax metamodeling enables the rapid and inexpensive development of DSMLs, the specification of DSML semantics is still a hard problem. In previous work, we have developed methods and tools for the semantic anchoring of DSMLs. Semantic anchoring introduces a set of reusable “semantic units” that provide reference semantics for basic behavioral categories using the Abstract State Machine (ASM) framework. In this paper, we extend the semantic anchoring framework to heterogeneous behaviors by developing a method for the composition of semantic units. Semantic unit composition reduces the required effort from DSML designers and improves the quality of the specification. The proposed method is demonstrated through a case study.


Wireless sensor networks consist of small, inexpensive devices which interact with the environment, communicate with each other, and perform distributed computations in order to monitor spatio-temporal phenomena. These devices are ideally suited for a variety of applications including object tracking, environmental monitoring, and homeland security. At present, sensor network technologies do not provide off-the-shelf solutions to users who lack low-level network programming experience. Because of limited resources, ad hoc deployments, and volatile wireless communication links, the development of distributed applications require the combination of both application and system-level logic. Programming frameworks and middleware for traditional distributed computing are not suitable for many of these problems due to the resource constraints and interactions with the physical world. To address these challenges we have developed OASiS1, a programming framework which provides abstractions for object-centric, ambient-aware, service-oriented sensor network applications. OASiS uses a well-defined model of computation based on globally asynchronous locally synchronous dataflow, and is complemented by a user-friendly modeling environment. Applications are realized as graphs of modular services and executed in response to the detection of physical phenomena. We have also implemented a suite of middleware services that support OASiS to provide a layer of abstraction shielding the low-level system complexities. A tracking application is used to illustrate the features of OASiS. Our results demonstrate the feasibility and the benefits of a service-oriented programming framework for
composing and deploying applications in resource constrained sensor networks.


Networked computing is increasingly becoming the universal integrator for large-scale systems. In addition, new generation of wireless networked embedded systems rapidly create new technological environments that imply complex interdependencies amongst all layers of societal-scale critical infrastructure, such as transportation, energy distribution and telecommunication. This trend makes reliability and safety of networked computing a crucial issue and a technical precondition for building software intensive systems that are robust, fault tolerant, and highly available. The 12th Monterey Workshop on “Networked Systems: Realization of Reliable Systems on Unreliable Networked Platforms” focused on new, promising directions in achieving high software and system reliability in networked systems.


Model based software and system design is based on the end-to-end use of formal, composable and manipulable models in the product life-cycle. An emerging common thread is that modeling languages are domain-specific: they offer software developers concepts and notations that are tailored to capture essential characteristics of their application domain. Model Integrated Computing (MIC) developed at the Institute for Software Integrated Systems (ISIS) at Vanderbilt University is part of this new direction. The presentation provides an overview of key principles, methods and tools of model-based software and systems design and discusses application directions and experience in high-confidence systems design, architecture exploration and model-based systems integration.


Domain-Specific Modeling Languages (DSMLs) play fundamental role in the model-based design of embedded software and systems. While abstract syntax metamodeling enables the rapid and inexpensive development of DSMLs, the specification of DSML semantics is still a hard problem. In previous work, we have developed methods and tools for the semantic anchoring of DSML-s. Semantic anchoring introduces a set of reusable “semantic units” that provides reference semantics for basic behavioral categories using the Abstract State Machine framework. In this presentation, we extend the semantic anchoring framework to heterogeneous behaviors by developing method for the composition of semantic units. Semantic unit composition reduces the required effort from DSML designers and improves the quality of the specification. The proposed method is demonstrated through a case study.

on Bond Graph Modeling and Simulation (ICBGM 2007), pp. 177-184, Jan 2007.
The hybrid bond graph (HBG) paradigm is a uniform, multi-domain physics-based modeling language. It incorporates controlled and autonomous mode changes as idealized switching functions that enable the reconfiguration of energy flow paths to model hybrid physical systems. Building accurate and computationally efficient simulation mechanisms from HBG models is a challenging task, especially when there is no a priori knowledge of the subset of system modes that will be active during the simulation. In this work, we present an approach that exploits the inherent causal structure in HBG models to derive efficient hybrid simulation models as reconfigurable block diagram structures. We present a MATLAB/Simulink implementation of our approach and demonstrate its effectiveness using an electrical circuit example.


The complexity of modern embedded systems often requires the use of simulations for systematic design, analysis, and verification tasks. The nonlinear and hybrid nature of these systems make the building of accurate and computationally efficient simulation models very challenging. In this work, we adopt the Hybrid Bond Graph (HBG) paradigm, a uniform, multi-domain physics-based modeling language with local switching functions that enable the reconfiguration of energy flow paths to model hybrid systems. The inherent causal structure in HBG models is exploited to derive efficient hybrid simulation models as reconfigurable block diagram structures. We demonstrate our approach by modeling and analyzing the behavior of an electrical power system.


A model of computation (MoC) is a formal abstraction of execution in a computer. There is a need for composing MoCs in e-science. Kepler, which is based on Ptolemy II, is a scientific workflow environment that allows for MoC composition. This paper explains how MoCs are combined in Kepler and Ptolemy II and analyzes which combinations of MoCs are currently possible and useful. It demonstrates the approach by combining MoCs involving dataflow and finite state machines. The resulting classification should be relevant to other workflow environments wishing to combine multiple MoCs. Keywords: Model of computation, scientific workflow, Kepler, Ptolemy II.

This paper presents a novel control method for torque generation in spark ignition (SI) engine. A model-based approach is employed to control engine torque output by adjusting throttle air intake with considerations of robust stability and performance. Discrete event engine model (DEM) is adopted with an addition of torque generation dynamics. Disturbance observer (DOB) techniques are utilized to achieve robust stability and performance by regarding the discrepancy between the actual plant and the nominal plant with desired plant characteristics as an equivalent disturbance input, which is estimated and cancelled. The desired plant behavior is stably realized by the DOB up to a bandwidth sufficient for a torque control application covered in our previous works. Numerical results show the effectiveness of the proposed scheme.


Embedded software requires concurrency formalisms other than threads and mutexes used in traditional programming languages like C. Actor-oriented design presents a high level abstraction for composing concurrent components. However, high level abstraction often introduces overhead and results in slower system. We address the problem of generating efficient implementation for the systems with such a high level description. We use partial evaluation as an optimized compilation technique for actor-oriented models. We use a helper-based mechanism, which results in flexible and extensible code generation framework. The end result is that the benefit offered by high level abstraction comes with (almost) no performance penalty. The code generation framework has been released in open source form as part of Ptolemy II 6.0.1.


A decentralized control scheme for large packs of unmanned underwater vehicles (UUV) using reachability computation and model predictive control is proposed and investigated. This scheme fits within a broader template based method for organizing and controlling large groups of UUVs and addressed one important mode of operation for these vehicles, specifically decentralized, coordinated group pursuit and tracking of intruders through the UUV network. The reachability computation and model predictive control schemes are presented along with simulation results with medium-sized packs of UUVs. Hardware implementation is also described for five UUVs.


One of the many challenges facing electronic system architects is how to provide a cost estimate related to design decisions over the entire life-cycle and product line of the
architecture. Various cost modeling techniques may be used to perform this estimation. However, the estimation is often done in an ad-hoc manner, based on specific design scenarios or business assumptions. This situation may yield an unfair comparison of architectural alternatives due to the limited scope of the evaluation. A preferred estimation method would involve rigorous cost modeling based on architectural design cost drivers similar to those used in the manufacturing (e.g., process-based technical cost modeling) or in the enterprise software domain (e.g., COCOMO). This paper describes an initial study of a cost model associated with automotive electronic system architecture. The model's intended use is to evaluate system cost drivers in response to various architectural decisions (e.g., choosing a communication bus topology or mapping a function to hardware). The primary cost driver categories explored are design and development, part fabrication, assembly and in-service costs. The preliminary version of this cost model focuses on describing the key influences on cost, but not the entire mathematical model. The paper presents the cost model with the help of influence diagrams and illustrates the use of the cost modeling methodology through an automotive case study – a steer-by-wire system. As future work, we propose to build a cost model and supporting methodology that accounts for architecture evolution to address the issue of evolving architecture requirements as well as when and where to employ new technology in the architecture.


We present a decomposition strategy to speed up constraint optimization for a representative multiprocessor scheduling problem. In the manner of Benders decomposition, our technique solves relaxed versions of the problem and iteratively learns constraints to prune the solution space. Typical formulations suffer prohibitive run times even on medium-sized problems with less than 30 tasks. Our decomposition strategy enhances constraint optimization to robustly handle instances with over 100 tasks. Moreover, the extensibility of constraint formulations permits realistic application and resource constraints, which is a limitation of common heuristic methods for scheduling. The inherent extensibility, coupled with improved run times from a decomposition strategy, posit constraint optimization as a powerful tool for resource constrained scheduling and multiprocessor design space exploration.


Embedded systems are often assembled from black box components. System-level analyses, including verification and timing analysis, typically assume the system description, such as RTL or source code, as an input. There is therefore a need to automatically generate formal models of black box components to facilitate analysis. We propose a new method to generate models of real-time embedded systems based on...
machine learning from execution traces, under a given hypothesis about the system's model of computation. Our technique is based on a novel formulation of the model generation problem as learning a dependency graph that indicates partial ordering between tasks. Tests based on an industry case study demonstrate that the learning algorithm can scale up and that the deduced system model accurately reflects dependencies between tasks in the original design. These dependencies help us formally prove properties of the system and also extract data dependencies that are not explicitly stated in the specifications of black box components.


(No abstract.)


Modern automotive architectures support the execution of distributed safety- and time-critical functions on a complex networked system with several buses and tens of ECUs. Schedulability theory allows the analysis of the worst case end-to-end latencies and the evaluation of the possible architecture configurations options with respect to timing constraints. We present an optimization framework, based on an ILP formulation of the problem, to select the communication and synchronization model that exploits the trade-offs between the purely periodic and the precedence constrained data-driven activation models to meet the latency and jitter requirements of the application. We demonstrated its effectiveness by optimizing complex real-life GM architecture.


Schedulability theory provides support for the analysis of the worst case latencies in distributed computations when the architecture of the system is known and the communication and synchronization mechanisms have been defined. In the design of complex automotive systems, however, a great benefit of schedulability analysis may come from its use as an aid in the exploration of the software architecture configurations that can best support the target application. We present an optimization algorithm that leverages the trade-offs between the purely periodic and the data-driven activation models to meet the latency requirements of distributed vehicle functions. We demonstrate its effectiveness on a complex automotive architecture.

The classical synthesis problem for reactive systems asks, given a proponent process $A$ and an opponent process $B$, to refine $A$ so that the closed-loop system $A || B$ satisfies a given specification $\phi$. The solution of this problem requires the computation of a winning strategy for proponent $A$ in a game against opponent $B$. We define and study the co-synthesis problem, where the proponent $A$ consists itself of two independent processes, $A = A_1 || A_2$, with specifications $\phi_1$ and $\phi_2$, and the goal is to refine both $A_1$ and $A_2$ so that $A_1 || A_2 || B$ satisfies $\phi_1 \wedge \phi_2$. For example, if the opponent $B$ is a fair scheduler for the two processes $A_1$ and $A_2$, and $\phi_i$ specifies the requirements of mutual exclusion for $A_i$ (e.g., starvation freedom), then the co-synthesis problem asks for the automatic synthesis of a mutual-exclusion protocol.

We show that co-synthesis defined classically, with the processes $A_1$ and $A_2$ either collaborating or competing, does not capture desirable solutions. Instead, the proper formulation of co-synthesis is the one where process $A_1$ competes with $A_2$ but not at the price of violating $\phi_1$, and vice versa. We call this assume-guarantee synthesis and show that it can be solved by computing secure-equilibrium strategies. In particular, from mutual-exclusion requirements the assume-guarantee synthesis algorithm automatically computes Peterson's protocol.


We consider games where the winning conditions are disjunctions (or dually, conjunctions) of parity conditions; we call them generalized parity games. These winning conditions, while omega-regular, arise naturally when considering fair simulation between parity automata, secure equilibria for parity conditions, and determinization of Rabin automata. We show that these games retain the computational complexity of Rabin and Streett conditions; i.e., they are NP-complete and co-NP-complete, respectively. The (co-)NP-hardness is proved for the special case of a conjunction/disjunction of two parity conditions, which is the case that arises in fair simulation and secure equilibria. However, considering these games as Rabin or Streett games is not optimal. We give an exposition of Zielonka's algorithm when specialized to this kind of games. The complexity of solving these games for $k$ parity objectives with $d$ parities, $n$ states, and $m$ edges is $O(n^{2k}d^k \cdot m) \cdot (k^* d)! / (d!^k)$, as compared to $O(n^{2k}d^k \cdot m) \cdot (k^* d)!$ when these games are solved as Rabin/Streett games. We also extend the subexponential algorithm for solving parity games recently introduced by Jurdzinski, Patterson, and Zwick to generalized parity games. The resulting complexity of solving generalized parity games is $n^{O(\sqrt{n})} \cdot (k^* d)! / (d!^k)$. As a corollary we obtain an improved algorithm for Rabin and Streett games with $d$ pairs, with time complexity $n^{O(\sqrt{n})} \cdot d!$.

The theory of graph games with omega-regular winning conditions is the foundation for modeling and synthesizing reactive processes. In the case of stochastic reactive processes, the corresponding stochastic graph games have three players, two of them (System and Environment) behaving adversarially, and the third (Uncertainty) behaving probabilistically. We consider two problems for stochastic graph games: the qualitative problem asks for the set of states from which a player can win with probability 1 (almost-sure winning); and the quantitative problem asks for the maximal probability of winning (optimal winning) from each state. We consider omega-regular winning conditions formalized as Muller winning conditions. We present optimal memory bounds for pure almost-sure winning and optimal winning strategies in stochastic graph games with Muller winning conditions. We also present improved memory bounds for randomized almost-sure winning and optimal strategies.


System-level design (SLD) is considered by many as the next frontier in electronic design automation (EDA). SLD means many things to different people since there is no wide agreement on a definition of the term. Academia, designers, and EDA experts have taken different avenues to attack the problem, for the most part springing from the basis of traditional EDA and trying to raise the level of abstraction at which integrated circuit designs are captured, analyzed, and synthesized from. However, my opinion is that this is just the tip of the iceberg of a much bigger problem that is common to all system industry. In particular, I believe that notwithstanding the obvious differences in the vertical industrial segments (for example, consumer, automotive, computing, and communication); there is a common underlying basis that can be explored. This basis may yield a novel EDA industry and even a novel engineering field that could bring substantial productivity gains not only to the semiconductor industry but to all system industries including industrial and automotive, communication and computing, avionics and building automation, space and agriculture, and health and security, in short, a real technical renaissance.


The platform-based design methodology is based on the usage of formal modeling techniques, clearly defined abstraction levels and the separation of concerns to enable an effective design process. The METROPOLIS framework embodies the platform-based design methodology and has been applied to a number of case studies across multiple domains. Based on these experiences, we have identified three key features that need to be enhanced: heterogeneous IP import, orthogonalization of performance from behavior, and design space exploration. The next generation METRO II framework incorporates these advanced features. The main concepts underlying METRO II are described in this paper and illustrated with a small example.
The basal ganglia (BG) are a set of functionally related and structurally interconnected nuclei in the human brain which form part of a closed loop between cortex and thalamus, receiving input from the former and outputting to the latter. The BG have been implicated in motor control and cognitive switching tasks; in particular, it is believed that the BG function as a controller for motor tasks by selectively disinhibiting appropriate portions of the thalamus and hence activating, via a feedback loop, cortical regions. These switching behaviors are perforce discrete, whereas the underlying dynamics of neuron voltages and neurotransmitter levels are continuous-time, continuous state phenomena. To this end, we propose and simulate a hybrid automaton for modeling individual neurons that affords explicit representation of voltage discharges and discrete outputs along with continuous voltage dynamics within a single, elegant model; and which is amenable both to the construction of large networks—in particular the cortico-basalthalamic loops—and to analysis on such networks.

One of the many challenges facing electronic system architects is how to provide a cost estimate related to design decisions over the entire life-cycle and product line of the architecture. Various cost modeling techniques may be used to perform this estimation. However, the estimation is often done in an ad-hoc manner, based on specific design scenarios or business assumptions. This situation may yield an unfair comparison of architectural alternatives due to the limited scope of the evaluation. A preferred estimation method would involve rigorous cost modeling based on architectural design cost drivers similar to those used in the manufacturing (e.g. process-based technical cost modeling) or in the enterprise software domain (e.g. COCOMO). This paper describes an initial study of a cost model associated with automotive electronic system architecture. The model's intended use is to evaluate system cost drivers in response to various architectural decisions (e.g. choosing a communication bus topology or mapping a function to hardware). The primary cost driver categories explored are design and development, part fabrication, assembly and in-service costs. The preliminary version of this cost model focuses on describing the key influences on cost, but not the entire mathematical model. The paper presents the cost model with the help of influence diagrams and illustrates the use of the cost modeling methodology through an automotive case study – a steer-by-wire system. As future work, we propose to build a cost model and supporting methodology that accounts for architecture evolution to address the issue of evolving architecture requirements as well as when and where to employ new technology in the architecture.
We survey value iteration algorithms on graphs. Such algorithms can be used for determining the existence of certain paths (model checking), the existence of certain strategies (game solving), and the probabilities of certain events (performance analysis). We classify the algorithms according to the value domain (Boolean, probabilistic, or quantitative); according to the graph structure (nondeterministic, probabilistic, or multiplayer); according to the desired property of paths (Borel level 1, 2, or 3); and according to the alternation depth and convergence rate of fixpoint computations.

We ask whether strictly causal components form well defined systems when arranged in feedback configurations. The standard interpretation for such configurations induces a fixed-point constraint on the function modeling the component involved. We bring together ideas from the areas of set theory, order theory, and theory of generalized ultrametric spaces to establish the existence of a unique fixed point for any such function constructively, what has resisted more traditional approaches and has been a much coveted albeit elusive goal.

Digital technology is increasingly deployed in safety-critical situations. This calls for systematic design and verification methodologies that can cope with three major sources of system complexity: concurrency, real time, and uncertainty. We advocate a two-step process: formal modeling followed by algorithmic analysis (or, "model building" followed by "model checking"). We model the concurrent components of a reactive system as potential collaborators or adversaries in a multi-player game with temporal objectives, such as system safety. The real-time aspect of embedded systems requires models that combine discrete state transitions and continuous state evolutions. Uncertainty in the environment is naturally modeled by probabilistic state changes. As a result, we obtain three orthogonal extensions of the basic state-transition graph model for reactive systems --game graphs, timed graphs, and stochastic graphs-- as well as combinations thereof. In this short text, we provide a uniform exposition of the underlying definitions. For verification algorithms, we refer the reader to the literature.
This paper describes the computation of reach sets for discrete-time linear control systems with time-varying coefficients and ellipsoidal bounds on the controls and initial conditions. The algorithms construct external and internal ellipsoidal approximations that touch the reach set boundary from outside and from inside. Recurrence relations describe the time evolution of these approximations. An essential part of the paper deals with singular discrete-time linear systems.


Since the inception of the software industry, modeling tools have been a core product offered by commercial vendors. In this chapter, the essential characteristics of DSM are presented, including a discussion regarding those domains that are most likely to benefit from DSM adoption. The chapter also contains a case study section where two different examples are presented in two different metamodeling tools. An overview of the history of metamodeling tools is also provided, as well as concluding comments.


This work investigates some of the computational issues involved in the solution of probabilistic reachability problems for discrete time, controlled stochastic hybrid systems. It is first argued that, under rather weak continuity assumptions on the stochastic kernels that characterize the dynamics of the system, the numerical solution of a discretized version of the probabilistic reachability problem is guaranteed to converge to the optimal one, as the discretization level decreases. With reference to a benchmark problem, it is then discussed how some of the structural properties of the hybrid system under study can be exploited to solve the probabilistic reachability problem more efficiently. Possible techniques that can increase the scale-up potential of the proposed numerical approximation scheme are suggested.


This short paper qualitatively introduces the definition of the concepts of Deadlock and Livelock for a general class of Hybrid Control Systems (HCS). Such a characterization hinges on three important aspects: firstly, the concept of composition of HCS; secondly, the general concept of specifications and their composition for HCS; finally, the dynamical structure and behaviors of HCS. The first aspect is introduced in a novel manner, including ideas from the literature of discrete transition systems and accounting for concepts such as that of dynamical feedback interconnection. The second point includes general properties that are of interest from a systems and control theory perspective. The third part categorizes the diverse and possibly pathological behaviors.
that are distinctive of HCS. A first look at the problem of Deadlock and Livelock Verification concludes the manuscript.


A model for discrete time stochastic hybrid systems whose evolution can be influenced by some control input is proposed in this paper. With reference to the introduced class of systems, a methodology for probabilistic reachability analysis is developed that is relevant to safety verification. This methodology is based on the interpretation of the safety verification problem as an optimal control problem for a certain controlled Markov process. In particular, this allows characterizing through some optimal cost function the set of initial conditions for the system such that safety is guaranteed with sufficiently high probability. The proposed methodology is applied to the problem of regulating the average temperature in a room by a thermostat controlling a heater.


Hybrid systems are systems that display both discrete and continuous behavior and, therefore, have the ability to model a wide range of robotic systems such as those undergoing impacts. The main observation of this paper is that systems of this form relate in a natural manner to very special diagrams over a category, termed hybrid objects. Using the theory of model categories, which provides a method for "doing homotopy theory" on general categories satisfying certain axioms, we are able to understand the homotopy theoretic properties of such hybrid objects in terms of their "non-hybrid" counterparts. Specifically, given a model category, we obtain a "homotopy meaningful" model structure on the category of hybrid objects over this category with the same discrete structure, i.e., a model structure that relates to the original non-hybrid model structure by means of homotopy colimits, which necessarily exist. This paper, therefore, lays the groundwork for "hybrid homotopy theory."


This paper presents a unifying framework in which to carry out the hybrid geometric reduction of hybrid systems, generalizing classical reduction to a hybrid setting. Utilizing hybrid category theory, all of the major ingredients necessary for classical reduction can be hybridized through the notion of a hybrid object and a hybrid morphism over a general category. By leveraging the results of Marsden and Weinstein, we are able to show that when there is a hybrid symplectic manifold (the hybrid phase space) on which a hybrid Lie group acts symplectically, we can reduce the hybrid phase space to another hybrid symplectic manifold in which the hybrid symmetries are "divided out." In addition, hybrid trajectories of a hybrid Hamiltonian on the hybrid phase space determine corresponding hybrid trajectories on the reduced hybrid space.

In this paper we introduce a special notion of Invariance Set for certain classes of dynamical systems: the concept has been inspired by our experience with models drawn from Biology. We claim that Box Invariance, that is, the existence of “boxed” invariant regions, is a characteristic of many biologically-inspired dynamical models, especially those derived from stoichiometric reactions. Moreover, box invariance is quite useful for the verification of safety properties of such systems. This paper presents effective characterization of this notion for linear and affine systems, the study of the dynamical properties it subsumes, computational aspects of checking for box invariance, and a comparison with related concepts in the literature. The concept is illustrated using two models from biology.


In this paper, we cast natural-image segmentation as a problem of clustering texture features as multivariate mixed data. We model the distribution of the texture features using a mixture of Gaussian distributions. However, unlike most existing clustering methods, we allow the mixture components to be degenerate or nearly-degenerate. We contend that this assumption is particularly important for mid-level image segmentation, where degeneracy is typically introduced by using a common feature representation for different textures. We show that such a mixture distribution can be effectively segmented by a simple agglomerative clustering algorithm derived from a lossy data compression approach. Using simple fixed-size Gaussian windows as texture features, the algorithm segments an image by minimizing the overall coding length of all the feature vectors. In terms of a variety of performance indices, our algorithm compares favorably against other well-known image segmentation methods on the Berkeley image database.


In this paper, we consider a concurrent model of computation called dataflow, where components (actors) communicate via streams of data tokens. Dataflow semantics has been adopted by experimental and production languages used to design embedded systems. The execution of a data-flow actor is enabled by the availability of its input data. One important question is whether a dataflow model will deadlock (i.e., actors cannot execute due to a data dependency loop). Deadlock in many cases can be determined, although it is generally not decidable. We develop a causality interface for dataflow actors based on the general framework we introduced in [1] and show how this causality information can be algebraically composed so that composition of components acquire causality interfaces that are inferred from their components and the interconnections. We illustrate the use of these causality interfaces to statically analyze for deadlock.

The deployment of applications on heterogeneous multi-core platforms is one of the most important challenges in the embedded systems design flow. In this paper, we develop an automated approach to tackle this problem that uses an efficient and extensible Mixed Integer Linear Programming (MILP) formulation. We show the effectiveness of our approach with extensive computational testing. For a case study involving the deployment of a Motion JPEG encoder application onto a Xilinx Virtex II Pro FPGA platform, we demonstrate that our automated approach can accurately capture the design space and yield systems that are competitive with manual designs.


We designed and implemented a new programming language called Hierarchical Timing Language (HTL) for hard real-time systems. Critical timing constraints are specified within the language, and ensured by the compiler. Programs in HTL are extensible in two dimensions without changing their timing behavior: new program modules can be added, and individual program tasks can be refined. The mechanism supporting time invariance under parallel composition is that different program modules communicate at specified instances of time. Time invariance under refinement is achieved by conservative scheduling of the top level. HTL is a coordination language, in that individual tasks can be implemented in "foreign" languages. As a case study, we present a distributed HTL implementation of an automotive steer-by-wire controller.

Juha-Pekka Tolvanen, Matti Rossi, Jonathan Sprinkle, University of Jyvaskala, October, 2006.

The 6th DSM workshop featured 22 research and position papers describing new ideas at either a practical or theoretical level. On the practical side, several papers described application of modeling techniques within a specific domain. In addition to industrial projects, several authors from academia presented research ideas that initiate and forward the technical underpinnings of domain-specific modeling. Workshop had over 40 participants.


Analysis or verification of low-level code is useful for minimizing the disconnect between what is verified and what is actually executed and is necessary when source code is unavailable or is, say, intermingled with inline assembly. We present a modular framework for building pipelines of cooperating decompilers that gradually lift the level
of the language to something appropriate for source-level tools. Each decompilation stage contains an abstract interpreter that encapsulates its findings about the program by translating the program into a higher-level intermediate language. We provide evidence for the modularity of this framework through the implementation of multiple decompilation pipelines for both x86 and MIPS assembly produced by gcc, gcj, and coolc (a compiler for a pedagogical Java-like language) that share several low-level components. Finally, we discuss our experimental results that apply the BLAST model checker for C and the Cqual analyzer to decompiled assembly.


We present a compositional theory of system verification, where specifications assign real-numbered costs to systems. These costs can express a wide variety of quantitative system properties, such as resource consumption, price, or a measure of how well a system satisfies its specification. The theory supports the composition of systems and specifications, and the hiding of variables. Boolean refinement relations are replaced by real-numbered distances between descriptions of a system at different levels of detail. We show that the classical Boolean rules for compositional reasoning have quantitative counterparts in our setting. While our general theory allows costs to be specified by arbitrary cost functions, we also consider a class of linear cost functions, which give rise to an instance of our framework where all operations are computable in polynomial time.


A concurrent reachability game is a two-player game played on a graph: at each state, the players simultaneously and independently select moves; the two moves determine jointly a probability distribution over the successor states. The objective for player 1 consists in reaching a set of target states; the objective for player 2 is to prevent this, so that the game is zero-sum. Our contributions are two-fold. First, we present a simple proof of the fact that in concurrent reachability games, for all epsilon>0, memoryless epsilon-optimal strategies exist. A memoryless strategy is independent of the history of plays, and an epsilon-optimal strategy achieves the objective with probability within epsilon of the value of the game. In contrast to previous proofs of this fact, which rely on the limit behavior of discounted games using advanced Puisieux series analysis, our proof is elementary and combinatorial. Second, we present a strategy-improvement (a.k.a. policy-iteration) algorithm for concurrent games with reachability objectives.


We study infinite stochastic games played by two-players over a finite state space, with objectives specified by sets of infinite traces. The games are concurrent (players make moves simultaneously and independently), stochastic (the next state is determined by a
probability distribution that depends on the current state and chosen moves of the players) and infinite (proceeds for infinite number of rounds). The analysis of concurrent stochastic games can be classified into: quantitative analysis, analyzing the optimum value of the game; and qualitative analysis, analyzing the set of states with optimum value 1. We consider concurrent games with tail objectives, i.e., objectives that are independent of the finite-prefix of traces, and show that the class of tail objectives is strictly richer than the omega-regular objectives. We develop new proof techniques to extend several properties of concurrent games with omega-regular objectives to concurrent games with tail objectives. We prove the positive limit-one property for tail objectives, that states for all concurrent games if the optimum value for a player is positive for a tail objective \( \Phi \) at some state, then there is a state where the optimum value is 1 for \( \Phi \), for the player. We also show that the optimum values of zero-sum (strictly conflicting objectives) games with tail objectives can be related to equilibrium values of nonzero-sum (not strictly conflicting objectives) games with simpler reachability objectives. A consequence of our analysis presents a polynomial time reduction of the quantitative analysis of tail objectives to the qualitative analysis for the sub-class of one-player stochastic games (Markov decision processes).


We study infinite stochastic games played by \( n \)-players on a finite graph with goals specified by sets of infinite traces. The games are concurrent (each player simultaneously and independently chooses an action at each round), stochastic (the next state is determined by a probability distribution depending on the current state and the chosen actions), infinite (the game continues for an infinite number of rounds), nonzero-sum (the players' goals are not necessarily conflicting), and undiscounted. We show that if each player has an upward-closed objective, then there exists an \( \epsilon \)-Nash equilibrium in memory less strategies, for every \( \epsilon > 0 \); and exact Nash equilibria need not exist. Upward-closure of an objective means that if a set \( Z \) of infinitely repeating states is winning, then all supersets of \( Z \) of infinitely repeating states are also winning. Memoryless strategies are strategies that are independent of history of plays and depend only on the current state. We also study the complexity of finding values (payoff profile) of an \( \epsilon \)-Nash equilibrium. We show that the values of an \( \epsilon \)-Nash equilibrium in nonzero-sum concurrent games with upward-closed objectives for all players can be computed by computing \( \epsilon \)-Nash equilibrium values of nonzero-sum concurrent games with reachability objectives for all players and a polynomial procedure. As a consequence we establish that values of an \( \epsilon \)-Nash equilibrium can be computed in TFNP (total functional NP), and hence in EXPTIME.


We study observation-based strategies for two-player turn-based games on graphs with omega-regular objectives. An observation-based strategy relies on imperfect information.
about the history of a play, namely, on the past sequence of observations. Such games occur in the synthesis of a controller that does not see the private state of the plant. Our main results are twofold. First, we give a fixed-point algorithm for computing the set of states from which a player can win with a deterministic observation-based strategy for any omega-regular objective. The fixed point is computed in the lattice of antichains of state sets. This algorithm has the advantages of being directed by the objective and of avoiding an explicit subset construction on the game graph. Second, we give an algorithm for computing the set of states from which a player can win with probability 1 with a randomized observation-based strategy for a Buchi objective. This set is of interest because in the absence of perfect information, randomized strategies are more powerful than deterministic ones. We show that our algorithms are optimal by proving matching lower bounds.


We add freeze quantifiers to the game logic ATL in order to specify real-time objectives for games played on timed structures. We define the semantics of the resulting logic TATL by restricting the players to physically meaningful strategies, which do not prevent time from diverging. We show that TATL can be model checked over timed automaton games. We also specify timed optimization problems for physically meaningful strategies, and we show that for timed automaton games, the optimal answers can be approximated to within any degree of precision.


It is well known that a major portion of the unburned hydrocarbon (HC) emissions in a typical drive cycle of an automotive engine are produced in the initial 1-2 minutes of operation, commonly called as the "coldstart" period. Catalyst light-off is essential for reducing these emissions. Model-based paradigm is used to develop a control-oriented, thermodynamics based simple catalyst model for coldstart analysis. The catalyst thermal submodel is modeled as a hybrid system consisting of three discrete states and one continuous state. The discrete states are "initial warm-up", "evaporation of condensed gas" and "light-off". The continuous dynamics consists of the catalyst temperature. In each of the discrete states, energy balance of a control mass is used to model the catalyst temperature. Parameter adaptation algorithm (PAA) is used to identify the parameters in each of the discrete states. Effectiveness of the average values of the adjusted parameters is also given. Wiebe profiles are adopted to empirically model the HC emissions conversion properties of the catalyst as a function of the catalyst temperature and the air-fuel ratio. The static efficiency maps are further extended to include the effects of spatial velocity of the feedgas. Experimental results indicate good agreement with the model estimates for the catalyst warm-up.
A collaborative control scheme between engine and automatic transmission (AT) gearbox is proposed to realize a smoother gear shifting for improving riding comfort. A systematic procedure is developed to obtain a desired engine torque profile and a desired hydraulics actuation profile for the AT gearbox which will minimize shocks due to gear shifting. Tracking controls must be applied to both the engine and the AT gearbox to follow these profiles. For the model-based approach, an AT gearbox model is devised using hybrid systems techniques to represent the discrete-event nature of automatic transmissions. Numerical evaluations have shown the effectiveness of the proposed scheme.

We introduce a model-based approach to heterogeneous system design that enables the automatic generation of fault trees for analyzing system reliability properties. This approach extends our previous work that addressed the generation of fault trees from a dataflow model. In this new context, heterogeneous systems are composed of interacting discrete-time components, such as an electronic feedback controller, and continuous-time components, such as a plant. More recent work in computer-aided fault-tree generation methods is based on functional models of the system to produce a system fault tree automatically. Yet, most of these approaches were not applied to heterogeneous systems. Furthermore, these approaches continued to rely on intuition to create fault trees. Since in this approach fault tree generation is disjoint from the system modeling, consistency problems may arise when the structure and behavior of the system model is not accurately reflected. Our approach is different since we use a model of the system specified as a set of mathematical equations to derive the system fault modes and ultimately produce fault trees for heterogeneous systems.

A stochastic graph game is played by two players on a game graph with probabilistic transitions. We consider stochastic graph games with omega-regular winning conditions specified as Rabin or Streett objectives. These games are NP-complete and coNP-complete, respectively. The value of the game for a player at a state s given an objective Phi is the maximal probability with which the player can guarantee the satisfaction of Phi from s. We present a strategy-improvement algorithm to compute values in stochastic Rabin games, where an improvement step involves solving Markov decision processes (MDPs) and nonstochastic Rabin games. The algorithm also computes values for stochastic Streett games but does not directly yield an optimal strategy for Streett.
objectives. We then show how to obtain an optimal strategy for Streett objectives by solving certain nonstochastic Streett games.


The classical algorithm for solving Buchi games requires time $O(n * m)$ for game graphs with $n$ states and $m$ edges. For game graphs with constant outdegree, the best known algorithm has running time $O(n^2 \log n)$. We present two new algorithms for Buchi games. First, we give an algorithm that performs at most $O(m)$ more work than the classical algorithm, but runs in time $O(n)$ on infinitely many graphs of constant outdegree on which the classical algorithm requires time $O(n^2)$. Second, we give an algorithm with running time $O(n * m \log \delta(n)/\log n)$, where $1 \leq \delta(n) \leq n$, is the outdegree of the game graph. Note that this algorithm performs asymptotically better than the classical algorithm if $\delta(n) = O(\log n)$.


Timed concurrent systems are widely used in concurrent and distributed real-time software, modeling of hybrid systems, design of hardware systems (using hardware description languages), discrete-event simulation, and modeling of communication networks. They consist of concurrent components that communicate using timed signals, that is, sets of (semantically) time-stamped events. The denotational semantics of such systems is traditionally formulated in a metric space, wherein causal components are modeled as contracting functions. We show that this formulation excessively restricts the models of time that can be used. In particular, it cannot handle super-dense time, commonly used in hardware description languages and hybrid systems modeling, finite time lines, and time with no origin. Moreover, if we admit continuous time and mixed signals (essential for hybrid systems modeling) or certain Zeno signals, then causality is no longer equivalent to its formalization in terms of contracting functions. In this paper, we offer an alternative semantic framework using a generalized ultrametric that overcomes these limitations.


We summarize some current trends in embedded systems design and point out some of their characteristics, such as the chasm between analytical and computational models, and the gap between safety-critical and best-effort engineering practices. We call for a coherent scientific foundation for embedded systems design, and we discuss a few key demands on such a foundation: the need for encompassing several manifestations of heterogeneity, and the need for constructivity in design. We believe that the development
of a satisfactory Embedded Systems Design Science provides a timely challenge and opportunity for reinvigorating computer science.


The separation of concerns between functionality and architecture is a powerful technique used to facilitate design reuse at the system level. This separation of concerns and the successive refinement of the design by mapping functionality onto architecture are the core concepts in platform-based design. The goal of mapping is to optimize a set of objective functions while satisfying constraints on the mapped design. The mapping step can be seen as a synthesis process. While applying the methodology to a number of case studies, we have found that to gain the benefits of correct-by-construction deployment and rapid design space exploration, neither the semantics nor the abstraction levels for modeling can be chosen in an ad-hoc manner. In this paper, we propose a semantics-driven synthesis flow, in which the abstraction level and operational semantics are determined formally by using the concept of a common semantic domain between functionality and architecture. By doing so, a formal synthesis procedure can be defined and algorithms for automatic optimal mapping derived. By applying this approach to the previously mentioned case studies, we demonstrate how this approach can be used to significantly improve the effectiveness of platform-based design.


The purpose of this paper is to apply methods from geometric mechanics to the analysis and control of robotic bipedal walkers. We begin by introducing a generalization of Routhian reduction, functional Routhian Reduction, which allows for the conserved quantities to be functions of the cyclic variables rather than constants. Since bipedal robotic walkers are naturally modeled as hybrid systems, which are inherently nonsmooth, in order to apply this framework to these systems it is necessary to first extend functional Routhian reduction to a hybrid setting. We apply this extension, along with potential shaping and controlled symmetries, to derive a feedback control law for a three-dimensional bipedal walker that provably results in walking gaits on flat ground.


This paper deals with the problem of congestion control and packet exchange on a wireless network. The mathematical model of the protocol is inspired by and extends a known fluid flow scheme for the control of congestion on a wired network. The necessity to introduce a specific wireless model is motivated by the presence of channel error; often
this error (due to intrinsic noise or channel corruption) is not known exactly. This motivates the approximation of parts of the structure of the model with binary functions, whose switching point can be precisely known. These new discontinuous elements, while in practice greatly simplifying the structure of the algorithm (they carry a single bit of information), complicate the theoretical analysis of its dynamical properties. We therefore approximate them with continuous functions with proper limiting behavior: they thus preserve the simple shape and yield themselves to analysis as well. Given this setup, we then investigate the important issues of existence and uniqueness of the equilibrium for the dynamical system, and of local asymptotic stability. Furthermore, we show that this equilibrium solves a concave net utility optimization problem, of which the classical one for wired networks is a special case. The take away point of this work is that the scheme we propose to handle the traffic on a wireless network is not only innovative and meaningful, but has also the potential to be modified and translated into practical implementations.


Deterministic timed systems can be modeled as fixed point problems. In particular, any connected network of timed systems can be modeled as a single system with feedback, and the system behavior is the fixed point of the corresponding system equation, when it exists. For delta-causal systems, we can use the Cantor metric to measure the distance between signals and the Banach fixed-point theorem to prove the existence and uniqueness of a system behavior. Moreover, the Banach fixed-point theorem is constructive: it provides a method to construct the unique fixed point through iteration. In this paper, we extend this result to systems modeled with the superdense model of time used in hybrid systems. We call the systems we consider eventually delta-causal, a strict generalization of delta-causal in which multiple events may be generated on a signal in zero time. With this model of time, we can use a generalized ultrametric instead of a metric to model the distance between signals. The existence and uniqueness of behaviors for such systems comes from the fixed-point theorem of Priess-Crampe, but this theorem gives no constructive method to compute the fixed point. This leads us to define petrics, a generalization of metrics, which we use to generalize the Banach fixed-point theorem to provide a constructive fixed-point theorem. This new fixed-point theorem allows us to construct the unique behavior of eventually delta-causal systems.


The purpose of this paper is to apply methods from geometric mechanics to the analysis and control of bipedal robotic walkers. We begin by introducing a generalization of Routhian reduction, functional Routhian Reduction, which allows for the conserved quantities to be functions of the cyclic variables rather than constants. Since bipedal
robotic walkers are naturally modeled as hybrid systems, which are inherently nonsmooth, in order to apply this framework to these systems it is necessary to first extend functional Routhian reduction to a hybrid setting. We apply this extension, along with potential shaping and controlled symmetries, to derive a feedback control law that provably results in walking gaits on flat ground for a three-dimensional bipedal walker given walking gaits in two-dimensions.


In this paper we propose a technique to extend the simulation of a Zeno hybrid system beyond its Zeno time point. A Zeno hybrid system model is a hybrid system with an execution that takes an infinite number of discrete transitions during a finite time interval. We argue that the presence of Zeno behavior indicates that the hybrid system model is incomplete by considering some classical Zeno models that incompletely describe the dynamics of the system being modeled. This motivates the systematic development of a method for completing hybrid system models through the introduction of new post-Zeno states, where the completed hybrid system transitions to these post-Zeno states at the Zeno time point. In practice, simulating a Zeno hybrid system is challenging in that simulation effectively halts near the Zeno time point. Moreover, due to unavoidable numerical errors, it is not practical to exactly simulate a Zeno hybrid system. Therefore, we propose a method for constructing approximations of Zeno models by leveraging the completed hybrid system model. Using these approximations, we can simulate a Zeno hybrid system model beyond its Zeno point and reveal the complete dynamics of the system being modeled.


An optimized functional design space exploration method for multimedia applications is proposed. The basis of the method is a way of representing the dependency and the concurrency of an application in a compact form exploiting algebraic operators and expressions. The optimized design process consists of mapping one of the possible expressions in the application space onto a concurrent architecture. We use the Metropolis design framework to demonstrate the effectiveness of the procedure using an FPGA architecture as the target implementation platform. The advantage of using this platform is the availability of models that approximate well the performance of the final implementation when performing the mapping from function to architecture thus yielding a robust design methodology.

This paper extends Routhian reduction to a hybrid setting, i.e., to systems that display both continuous and discrete behavior. We begin by considering a Lagrangian together with a configuration space with unilateral constraints on the set of admissible configurations. This naturally yields the notion of a hybrid Lagrangian, from which we obtain a Lagrangian hybrid system in a way analogous to the association of a Lagrangian vector field to a Lagrangian. We first give general conditions on when it is possible to reduce a cyclic Lagrangian hybrid system, and explicitly compute the reduced Lagrangian hybrid system in the case when it is obtained from a cyclic hybrid Lagrangian.


This paper begins by introducing the notion of a simple hybrid mechanical system, which generalizes mechanical systems to include unilateral constraints on the configuration space. From such a system we obtain, explicitly, a simple hybrid system. The main contribution of this paper is to provide conditions on when it is possible to reduce the phase space of hybrid systems obtained from simple hybrid mechanical systems, and general simple hybrid systems, due to symmetries in the systems. Specifically, given a Hamiltonian G-space---which is the ingredient needed to reduce continuous systems---we find conditions on the hybrid system and the G-space so that reduction can be carried out in a hybrid setting---conditions that are explicitly related to conditions on the original hybrid mechanical system.


Understanding Zeno phenomena plays an important role in understanding hybrid systems. A natural---and intriguing---question to ask is: what happens after a Zeno point? Inspired by the construction of Filippov, we propose a method for extending Zeno executions past a Zeno point for a class of hybrid systems: Lagrangian hybrid systems. We argue that after the Zeno point is reached, the hybrid system should switch to a holonomically constrained dynamical system, where the holonomic constraints are based on the unilateral constraints on the configuration space that originally defined the hybrid system. These principles are substantiated with a series of examples.


This paper introduces, develops and discusses an integration-inspired methodology for the simulation and analysis of deterministic hybrid dynamical systems. When simulating hybrid systems, and thus unavoidably introducing some numerical error, a progressive tracking of this error can be exploited to discern the properties of the system, i.e., it can be used to introduce a stochastic approximation of the original hybrid system.
simulation of which would give a more complete representation of the possible trajectories of the system. Moreover, the error can be controlled to check and even guarantee (in certain special cases) the robustness of simulated hybrid trajectories.


In this paper, we show that the sufficient conditions for the existence of Zeno behavior in hybrid systems correctly predict such executions in a modeling instance of the fluid-flow approximation of the TCP-like protocol for wireless communication networks.


This paper investigates the concept of box invariance for classes of hybrid and switched systems. After motivating and defining the notion, we present a concise summary of results on its characterization for single-domain dynamical systems. The notion is then extended to the case of hybrid and switched systems. We provide sufficient conditions for a hybrid or switched system to be box invariant. Models of many real systems, especially those drawn from biology, have been found to be box invariant. This paper illustrates the concept using a pharmacodynamic model of blood glucose metabolism.


This paper extends Routhian reduction to a hybrid setting, i.e., to systems that display both continuous and discrete behavior. We begin by considering a Lagrangian together with a configuration space with unilateral constraints on the set of admissible configurations. This naturally yields the notion of a hybrid Lagrangian, from which we obtain a Lagrangian hybrid system in a way analogous to the association of a Lagrangian vector field to a Lagrangian. We first give general conditions on when it is possible to reduce a cyclic Lagrangian hybrid system, and explicitly compute the reduced Lagrangian hybrid system in the case when it is obtained from a cyclic hybrid Lagrangian.


This paper begins by introducing the notion of a simple hybrid mechanical system, which generalizes mechanical systems to include unilateral constraints on the configuration space. From such a system we obtain, explicitly, a simple hybrid system. The main contribution of this paper is to provide conditions on when it is possible to reduce the phase space of hybrid systems obtained from simple hybrid mechanical systems, and
general simple hybrid systems, due to symmetries in the systems. Specifically, given a Hamiltonian G-space—which is the ingredient needed to reduce continuous systems—we find conditions on the hybrid system and the G-space so that reduction can be carried out in a hybrid setting—conditions that are explicitly related to conditions on the original hybrid mechanical system.


Understanding Zeno phenomena plays an important role in understanding hybrid systems. A natural and intriguing question to ask is: what happens after a Zeno point? Inspired by the construction of Filippov, we propose a method for extending Zeno executions past a Zeno point for a class of hybrid systems: Lagrangian hybrid systems. We argue that after the Zeno point is reached, the hybrid system should switch to a holonomically constrained dynamical system, where the holonomic constraints are based on the unilateral constraints on the configuration space that originally defined the hybrid system. These principles are substantiated with a series of examples.


In this paper we propose a technique to extend the simulation of a Zeno hybrid system beyond its Zeno time point. A Zeno hybrid system model is a hybrid system with an execution that takes an infinite number of discrete transitions during a finite time interval. We argue that the presence of Zeno behavior indicates that the hybrid system model is incomplete by considering some classical Zeno models that incompletely describe the dynamics of the system being modeled. This motivates the systematic development of a method for completing hybrid system models through the introduction of new post-Zeno states, where the completed hybrid system transitions to these post-Zeno states at the Zeno time point. In practice, simulating a Zeno hybrid system is challenging in that simulation effectively halts near the Zeno time point. Moreover, due to unavoidable numerical errors, it is not practical to exactly simulate a Zeno hybrid system. Therefore, we propose a method for constructing approximations of Zeno models by leveraging the completed hybrid system model. Using these approximations, we can simulate a Zeno hybrid system model beyond its Zeno point and reveal the complete dynamics of the system being modeled.


Zeno behaviors are one of the (perhaps unintended) features of many hybrid models of physical systems. They have no counterpart in traditional dynamical systems or automata theory and yet they have remained relatively unexplored over the years. In this paper we address the stability properties of a class of Zeno equilibria, and we introduce a necessary
paradigm shift in the study of hybrid stability. Motivated by the peculiarities of Zeno equilibria, we consider a form of asymptotic stability that is global in the continuous state, but local in the discrete state. We provide sufficient conditions for stability of these equilibria, resulting in sufficient conditions for the existence of Zeno behavior.
3. Outreach

3.1. Project Training and Development

We continue to use the CHESS Software Lab, which is focused on supporting the creation of publication-quality software in support of embedded systems design. The lab is a room with wireless and wired network connections, a large table for collaborative work, a large format printer (used for UML diagrams and poster preparation), comfortable furniture supporting extended hours of collaborative work, a coffee machine, and a library that inherited a collection of software technology books from the Ptolemy Project. This room is used to promote a local version of the Extreme Programming (XP) software design practice, which advocates pair programming, design reviews, code reviews, extensive use of automated regression tests, and a collaboratively maintained body of code (we use CVS). The room began operation in March of 2003 and has been in nearly constant use for collaborative design work. The principal focus of that work has been on advanced tool architectures for hybrid and embedded software systems design.

3.2. Outreach Activities

Continuing in our mission to build a modern systems science (MSS) with profound implications on the nature and scope of computer science and engineering research, the structure of computer science and electrical engineering curricula, and future industrial practice. This new systems science must pervade engineering education throughout the undergraduate and graduate levels. Embedded software and systems represent a major departure from the current, separated structure of computer science (CS), computer engineering (CE), and electrical engineering (EE). In fact, the new, emerging systems science reintegration of information and physical sciences. The impact of this change on teaching is profound, and cannot be confined to graduate level.

This year we have continued our work to lay the foundation for a new philosophy of undergraduate teaching at the participating institutions. We also used the summer months to foster appreciation for research in underprivileged and minority students in engineering, by continuing to sponsor and participate in the established REU programs SUPERB-IT at UCB and SIPHER at VU.

We continue the collaboration with San Jose State University to continue to develop the undergraduate embedded control course jointly between Berkeley, Vanderbilt and San Jose State University. Prof. Ping Hsu from San Jose State University teaches the class at both Berkeley and San Jose State.

3.2.1. Curriculum Development for Modern Systems Science (MSS)

Our agenda is to restructure computer science and electrical engineering curricula to adapt to a tighter integration of computational and physical systems. Embedded software and systems represent a major departure from the current, separated structure of computer science (CS), computer engineering (CE), and electrical engineering (EE). In fact, the new, emerging systems
science reintegrates information and physical sciences. The impact of this change on teaching is profound, and cannot be confined to graduate level. Based on the ongoing, groundbreaking effort at UCB, we are engaged in retooling undergraduate teaching at the participating institutions, and making the results widely available to encourage critical discussion and facilitate adoption.

We are engaged in an effort at UCB to restructure the undergraduate systems curriculum (which includes courses in signals and systems, communications, signal processing, control systems, image processing, and random processes). The traditional curriculum in these areas is mature and established, so making changes is challenging. We are at the stage of attempting to build faculty consensus for an approach that shortens the pre-requisite chain and allows for introduction of new courses in hybrid systems and embedded software systems.

**Undergrad Course Insertion and Transfer**

At many institutions, introductory courses are quite large. This makes conducting such a course a substantial undertaking. In particular, the newness of the subject means that there are relatively few available homework and lab exercises and exam questions. To facilitate use of this approach by other instructors, we have engaged technical staff to build web infrastructure supporting such courses. We have built an instructor forum that enables submission and selection of problems from the text and from a library of submitted problems and exercises. A server-side infrastructure generates PDF files for problem sets and solution sets.

The tight integration of computational and physical topics offers opportunities for leveraging technology to illustrate fundamental concepts. We have developed a suite of web pages with applets that use sound, images, and graphs interactively. Our staff has extended and upgraded these applets and created a suite of PowerPoint slides for use by instructors.

We have begun to define an upper division course in embedded software (aimed at juniors and seniors). This new course will replace the control course at the upper division level at San Jose State. We also continued to teach at UC Berkeley the integrated course designed by Prof. Lee, which employs techniques discovered in the hybrid and embedded systems research to interpret traditional signals.

**Course: Structure and Interpretation of Signals and Systems (UCB, EECS 20N)**

http://ptolemy.eecs.berkeley.edu/eeecs20/

Instructor:  
Prof. Edward A. Lee  
Prof. Pravin Varaiya  
Prof. Babak Ayazifar

This course is an introduction to mathematical modeling techniques used in the design of electronic systems. Signals are defined as functions on a set. Examples include continuous time signals (audio, radio, voltages), discrete time signals (digital audio, synchronous circuits), images (discrete and continuous), discrete event signals, and sequences. Systems are defined as mappings on signals. The notion of state is discussed in a general way. Feedback systems and automata illustrate alternative approaches to modeling state in systems. Automata theory is studied using Mealy machines with input and output. Notions of equivalence of automata and concurrent composition are introduced. Hybrid systems combine time-based signals with event sequences. Difference and differential equations are considered as models for linear, time-invariant state
machines. Frequency domain models for signals and frequency response for systems are investigated. Sampling of continuous signals is discussed to relate continuous time and discrete time signals.

Graduate Courses

Several graduate courses were taught in the area of embedded and hybrid systems, as well as systems modeling. All of these courses are a reflection of the teaching and curriculum goals of the ITR and its affiliated faculty.

Course: Autonomous Systems: Algorithms and Implementation (UCB, EECS 290n)
Instructor: Dr. Jonathan Sprinkle, Prof. S. Shankar Sastry

Autonomous systems can be thought of as robust control systems that can use discrete and continuous control inputs to choose a locally or globally optimal future state. To say that an autonomous system is intelligent is considered redundant by many researchers; though the distinction can be made that intelligent autonomous systems should react in an intuitive manner to stimuli. This course approached the domain of autonomous systems from the perspective of algorithms and their implementation upon an existing software and hardware infrastructure. Our “driving” example will in fact be the newest DARPA Grand Challenge instantiation: the DARPA Urban Challenge.

Course: Embedded System Design: Models, Validation, and Synthesis (UCB EE249)
Instructor: Prof. Alberto Sangiovanni-Vincentelli

This course is about the design of embedded real-time systems. Embedded real-time systems are pervasive in today's world. The methodology used for the design of these devices is still based on principles and tools that are not adequate for the complexity of the applications being developed today. The most important characteristic of these systems is the massive use of programmable components to achieve the design goals. Today, the dominant part of the design effort for embedded system is software. Real-time and power dissipation constraints make embedded software design particularly difficult since traditional abstraction for software do not include physical quantities. The choice of the architecture of the implementation is another essential characteristic of embedded system design. The implementation platform should be selected to support the application of interest optimizing a set of conflicting criteria that include flexibility, scalability, design time, manufacturing cost and reliability. In this course, we will present the principles of a methodology that favors design re-use, formal verification, software design and optimized architecture selection. The basic tenet of the methodology is orthogonalization of concerns, and, in particular, separation of function and architecture, computation and communication. This methodology called platform-based design will be presented as a paradigm that incorporates these principles and spans the entire design process, from system-level specification to detailed circuit implementation.

Course: Foundations of Hybrid and Embedded Systems (VU, CS 376)
Instructor: Prof. Xenofon Koutsoukos
Prof. T. John Koo

Modeling, analysis, and design of hybrid and embedded systems. Heterogeneous modeling and design of embedded systems using formal models of computation, modeling and simulation of hybrid systems, properties of hybrid systems, analysis methods based on abstractions, reachability, and verification of hybrid systems.

Course: Model Integrated Computing (VU, CS 388 / EE 395)
Instructor: Prof. Janos Sztipanovits

Model-Integrated Computing (MIC) addresses the problems of designing, creating, and evolving information systems by providing rich, domain-specific modeling environments including model analysis and model-based program synthesis tools. MIC is used to create and evolve integrated, multiple-aspect models using concepts, relations, and model composition principles routinely used in the specific field, to facilitate systems/software engineering analysis of the models, and to automatically synthesize applications from the models.

Course: Real-Time Systems (VU, EECE 353-01)
Instructor: Prof. Aniruddha Gokhale
Prof. Douglas Schmidt
Bala Natarajan

This course focuses on the analysis and design of real-time systems. The course covers topics on system modeling using the tagged signal models and timed models of computation, specifications and scheduling techniques for real-time tasks, simulation and verification of real-time systems, software architecture and language for constructing real-time systems. Special attention is paid to computational and simulation tools for real-time systems. Applications ranging from robotics, embedded control systems, drive-by-wire systems, space missions, telecommunication systems, industrial automation, and middleware software systems will be covered.

Course: Automated Verification (VU, EECE 315)
Instructor: Dr. Sherif Abdelwahed

Several notations and methods have been developed to help the designer specify clear and unambiguous system requirements, verify that the requirements are consistent and correct, and verify that the refined design meets its specification. However, these methods are time-consuming and error-prone, and can be applied more effectively if there are tools to check their correctness. The goal of the course is to emphasize formal notations and methods that have tool support. We will cover the basis of underlying theory for the tools.

Course: Automated Verification (VU, EECE 375)
Instructor: Dr. Sherif Abdelwahed

This course provides a detailed coverage of the diagnosis and supervisory control problem for discrete, asynchronous, nondeterministic systems like manufacturing, traffic and communication systems. The underlying theory is developed in an elementary
framework of automata and formal languages, and is supported by a software package for creating applications.

3.2.2. SUPERB-IT Program

SUPERB-IT—2006

The Center for Hybrid and Embedded Software Systems is proud to sponsor four undergraduate students from diverse backgrounds and cultures to participate in SUPERB-IT. These students will interact with individual mentors throughout the summer, and perform research and supporting activities in the area of hybrid and embedded systems. This year, all participants were women engineers.

The Summer Undergraduate Program in Engineering Research at Berkeley–Information Technology (SUPERB–IT) in the Electrical Engineering and Computer Sciences (EECS) Department offers a group of talented undergraduate engineering students the opportunity to gain research experience. The program’s objective is to provide research opportunities in engineering to students who have been historically underrepresented in the field for reasons of social, cultural, educational or economic barriers, by affirming students’ motivation for graduate study and strengthening their qualifications.

SUPERB-IT participants spent eight weeks at UC Berkeley during the summer of 2006 working on exciting ongoing research projects in information technology with EECS faculty mentors and graduate students. Students who participate in this research apprenticeship explore options for graduate study, gain exposure to a large research-oriented department, and are motivated to pursue graduate study. Additional information about the program can be obtained at:

http://www.eecs.berkeley.edu/Programs/ugrad/superb/superb.html

This ITR project contributed to the support of four SUPERB-IT students in 2006, and organized projects (described below in the abstracts from their papers) in hybrid systems theory, wireless sensor networks, dynamical systems simulation, and autonomous systems. The students were hosted by the Chess center at Berkeley (Center for Hybrid and Embedded Software Systems).

SUPERB-IT participants received a $3,500 stipend, room and board on campus in the International House, and up to $600 for travel expenses. In addition, Chess provided these students with one laptop computer each, configured with appropriate software, plus laboratory facilities for construction of associated hardware.

The students supported at Berkeley in 2006 were Dominique Duncan, Nandita Mitra, Nashlie Sephus, and Heather Taylor. The students worked on individual projects which were tailored to fit their individualization needs, interests, and background, as well as to contribute to the overall goals of the ITR project. Four graduate student mentors facilitated the process, and the operation was coordinated and directed by Professor Shankar Sastry and Dr. Jonathan Sprinkle. Each student was responsible for an individual project, as described below. Their project posters and reports are available at


In addition to the science of research, we will also expose students to the reporting aspects of research. These include the techniques used for writing papers, technical skills such as the use of LaTeX, and the importance of having a stock version of what exactly it is you are working on.
Specific cross-cutting tasks include LaTeX template design, poster design and best practices, using the Concurrent Versioning System (CVS), participation in a literature reading group, and research reporting through the web.

**Project: Highway Traffic Flow Analysis and Control**  
Student: Dominique Duncan—*University of Chicago*  
Mentor: Alexandr Kurzhanskiy

Significant inspiration of computer network topology and communication comes from an empirical understanding of how road networks function. This project takes foundational work by CHESS researchers in hybrid systems to investigate a macroscopic switching-mode model (SMM) of traffic. The goal is to learn how hybrid systems are used for traffic modeling, experiment with different techniques for reachability analysis, implement a controller for the system, and then study the system behavior in the presence of disturbances. The end result will be MATLAB simulations which show the impact of the work.

*Dominique Duncan is from Kansas and now a rising senior at the University of Chicago, majoring in Mathematics and Polish Literature. She is working this summer with Mentor Alex Kurzhanskiy.*

*Her areas of interest are highway traffic control, stochastic systems, and biomedical applications of math and statistics. Her SUPERB work is the flow analysis and control of highway traffic. Dominique plans on pursuing a PhD in electrical engineering and will be applying to schools in Fall 2006.*

*She is Vice President of the University of Chicago Math Club, President of the UofC Polish American Student Association, member of Women in Science, and member of IEEE CSS Women in Control group.*

**Project: Tool for probabilistic safety verification of stochastic hybrid systems**  
Student: Nandita Andromeda Mitra—*Rutgers, the State University of New Jersey*  
Mentor: Saurabh Amin and Alessandro Abate

Many safety critical systems like air traffic control involve modeling their behavior as hybrid systems. The effect of uncertain system dynamics and external inputs can be incorporated by modeling the system as a controlled stochastic hybrid system (SHS). Design of controllers for SHS that guarantees a certain safety criterion can be posed as a quantitative verification problem. The goal of this project is to develop a computational tool for stochastic reachability analysis of a benchmark SHS.

*Nandita is a rising senior at Rutgers, the State University of New Jersey, majoring in Electrical Engineering. She is working with Saurabh Amin and Alessandro Abate and her project is making a toolbox for probabilistic safety verification of stochastic hybrid systems.*

*Nandita was born in Hawaii and went to Bangladesh with her parents. After studying two years in Bangladesh University of Engineering and Technology she transferred credit to Rutgers and started as a junior there from Fall 2005*
She is the treasurer for IEEE, Rutgers for the academic year of 2006-2007.

Nandita is interested in wireless communication and has become interested in stochastic hybrid systems after coming to Berkeley. Her future plan is to continue working in these fields.

Project: Autopilot for an Ultra-Light, Flying Wing
Student: Nashlie H. Sephus—Mississippi State University
Mentor: Todd Templeton

The purpose of this project is to develop an auto-pilot for a small, light fixed-wing aircraft named the Zagi. This aircraft is interesting because it is inexpensive, simple and fast to deploy, and is virtually indestructible since it is made of expanded polypropylene (EPP) foam. This aircraft is also challenging from a control perspective because it is vulnerable to wind and can only carry a minimal payload. First, we develop optimal local trajectories given current wind conditions. These local trajectories are used to determine the path that the vehicle should try to maintain between widely-spaced waypoints, and should trade off between overshooting corners and maintaining the desired trajectory. The testing and results of this portion are performed in MATLAB in order to plot and view the optimizing functionality. We then implement these local trajectories in the Zagi autopilot (written in C) to enable it to follow an incrementally-specified global trajectory with future planning. Initial tests are performed using the CRRCsim simulator interfaced to the Zagi hardware. Results from these tests prove that the planning autopilot is better than the existing autopilot because it directs a path along three points at a time versus only one point. Also, this higher level planner is greedy in that it reaches a desired optimal trajectory without using extra minimizing functionality. Future work involves final testing on a real Zagi at Richmond Field Station.

Nashlie Sephus is a rising senior at Mississippi State University, majoring in Computer Engineering. She is working this summer on an autopilot for a crossbow aircraft with mentor Todd Templeton.

Nashlie’s research interests include embedded systems, robotics, and high performance computing. She has also completed three semesters of Cooperative Education in the Information Technology field.

After graduation, she plans to enter graduate school. Her hobbies and other interests include music, tennis, golf, pool, and shopping.

Project: Multihop Routing Simulation of TinyOS-Based Wireless Sensor Networks in Viptos
Student: Heather Taylor—University of Vermont
Mentor: Elaine Cheong

Wireless Sensor Networks are a burgeoning area of research and applications in embedded systems. The purpose of this project is to understand and further develop Viptos (Visual Ptolemy and TinyOS), an integrated graphical development and simulation environment for TinyOS-based wireless sensor networks. TinyOS is the operating system for the Berkeley Motes, which are small embedded systems capable of
collecting audio, temperature and other kinds of sensor data and transmitting it via a radio. A TinyOS simulator called TOSSIM is used, a key piece of which is the ability to simulate a network topology once it is functioning. Viptos extends the capabilities of the TinyOS simulator to allow simulation of heterogeneous networks. The final goal of this research is to create a graphical representation of the communication between motes in a multihop network simulation in Viptos. This will be done by adding an entity to Viptos which will collect transmitted information and display a graphical representation of that communication between nodes.

*Heather Taylor is a rising senior studying Electrical Computer Engineering at the University of Vermont. This summer she is working with her mentor Elaine Cheong.*

*Her areas of interest include Wireless Sensor Networks, RFID technology, and embedded systems. This summer she will be working on multihop applications in Viptos.*

*Her involvement with UVM chapters include: Chair, IEEE; Webmaster, SWE; McNair Scholars, URECA!, & Tau Beta Pi. She plans to pursue her PhD after graduation.*

### 3.2.3. Summer Internship Program in Hybrid and Embedded Software Research (SIPHER) Program

The SIPHER program (Summer Internship Program in Hybrid and Embedded Software Research) is a program similar to SUPERB-IT, but located at Vanderbilt. More information about the program can be found at:

[http://fountain.isis.vanderbilt.edu/teaching](http://fountain.isis.vanderbilt.edu/teaching)

The Institute for Software-Integrated Systems (ISIS) at Vanderbilt University’s School of Engineering in cooperation with UC Berkeley and University of Memphis has recently been awarded a grant by the National Science Foundation to conduct research in the field of Hybrid and Embedded Systems (HES). The research aims at laying the scientific and technological foundations of embedded system design. Embedded computing systems are present in all traits of modern society: in cars and airplanes, in cell phones, in household devices, in medical devices, just to name a few. This is a multi-year research project that builds the science: the principles and the math, and the technology: the tools that the next generation of engineers will use to build these systems in the future, better than ever before.

The objective of the SIPHER program is that undergraduates from underrepresented groups participate in the research program: receive training in the science and technology developed by the researchers, and work on specific research problems. The program will be coordinated with UC Berkeley’s SUPERB-IT, and joint teleconferences are expected.

The undergraduate students who apply to this program are expected to be rising juniors and seniors in an Electrical or Computer Engineering or Computer Science program leading towards a BSc or BE degree. The students must have a background in elementary systems courses: signals and systems for EE, digital systems in CE/CS, and have skills in programming using a high-level language. Engineering students from other programs, like Mechanical Engineering and Chemical Engineering are also encouraged to apply, provided they have similar backgrounds (e.g. in controls).
The SIPHER program runs for 10 weeks each summer, and there are 7 (seven) positions available, with a $6,000 stipend for the period. This year, the participants will be partly funded by the Tennessee Louis Stokes Alliance for Minority Participation (TLSAMP) project (supported by NSF). Students are expected to pay for their accommodations. Limited housing opportunities may be available on the Vanderbilt campus. Applicants are competitively selected to the program.

In the SIPHER activities, we organized a summer internship in 2006 for eight participants from underrepresented groups. The students are organized into groups who solved different embedded software development problems. The students used Vanderbilt-developed modeling tool to create models of the embedded applications, develop code for the components, and then use the model transformation tools to create the final application.

The students worked on small, team-oriented projects related to development of embedded software. In this work they used software tools available at ISIS, and they were supervised by professors and senior graduate students. During first few weeks they underwent rigorous training to learn how to use the design tools. The training was provided by lecturers who deliver our Model-Integrated Computing classes. All of the students had backgrounds in programming, and thus were able to solve the project problems. Similarly to UCB, graduate student mentors assisted and guided the student projects. Descriptions for the projects and the students who worked on them are included below.

In 2006 we had 7 undergraduates supported by the ITR SIPHER program, and one additional undergraduate was supported by an NSF REU grant. All these students worked on small research projects related to the goals of the ITR. The projects are listed below.

**Project: Radio Controlled Car Controller**
Undergraduates: Jessica Kane, Thao Nguyen  
Graduate Student Mentor: Graham Hemingway  
Overview: Using the existing infrastructure for autonomous helicopter flight, students have equipped a small radio-controlled car with sensors so that it can localize itself, then wrote a controller in Simulink to have the car do things such as follow a line autonomously.

**Project: Hybrid System Modeling / Fault Diagnosis**
Undergraduates: Nathaniel Allotey, Brian Turnbull  
Graduate Student Mentor: Wu Jian  
Overview: Students used Simulink/Stateflow to build a model of the three tank system, then designed Stateflow controllers and ran those on the actual system, and also performed diagnosis experiments. Also experimented with adaptive control.

**Project: Controlling Lego Robots Using a Synchronous-Reactive Model of Computation**
Undergraduates: Javier Lara, Darren White  
Graduate Student Mentor: Ethan Jackson  
Overview: Using the synchronous-reactive model of computation, students have built various controllers for the Lego Mindstorm robots, to follow a geometric pattern on the floor.
Project: Exploring with Lego Robots
Undergraduates: Daniel Limbrick, Emily Sherrill
Graduate Student Mentor: Daniel Balasubramaniam

Overview: Students used a Max232 interface to adapt a Lego Mindstorms robot to use bluetooth communication, then using java, had the robot explore a maze, communicate the layout of the maze back to a computer, then built a controller to allow the robot to be driven from the computer screen.
4. Publications and Products

In this section, we list published papers only. Submitted papers and in press papers are described in Section 2.2.

4.1. Journal Publications


4.2. Conference Papers


• Krishnendu Chatterjee, "Concurrent Games with Tail Objectives," CSL 06, September, 2006.

• Krishnendu Chatterjee, "Nash Equilibrium for Upward-Closed Objectives," CSL 06, September, 2006.


4.3. Books, Reports, and Other One-Time Publications


4.4. Dissemination

Although this is a long term project focused on foundations, we are actively working to set up effective technology transfer mechanisms for dissemination of the research results. A major part of this is expected to occur through the open dissemination of software tools.

4.4.1. Software Maturation

Making these software tools useful and usable outside the research community is a significant issue. Towards this end, we have cooperated with the formation of the Escher consortium, which has begun operating (www.escherinstitute.org). Escher has negotiated with both Berkeley and Vanderbilt specific priorities for "industrial hardening" of research tools from this project. In particular, at Berkeley, top priority will be placed on Giotto, xGiotto, and Ptolemy II in the near term. At Vanderbilt, top priority will be placed on GME, Desert, and GREAT. General Motors, Raytheon, and Boeing are signed up as charter industrial partners in Escher, and more companies are expected.
Industry Technology Transition

1. The MIC tool suite is included in the ESCHER maturation program funded by GM, Boeing and Raytheon. The tool suite is now fully integrated and accessible through the quality controlled ESCHER Repository.

2. The MIC tool suite has been adopted by the Boeing Company, Lead System Integrator for the Future Combat Systems (FCS) program, for architecture modeling, architecture exploration and model-based system integration. These applications have opened up new dimensions for the industrial applicability of model-based design approaches.

3. GM Research has continued working with the MIC tool suite in a new experimental vehicle program: Smart Adaptive Vehicle (SAV-2). This effort is a significant driver for our semantic foundations work and provides for us a continuous stream of “industrial strength” challenges.

4. The Raytheon Company has completed the development of the Signal Processing Platform tool suite based on MIC and tests its application in various programs.

5. We continue interaction with Microsoft Visual Studio Product Division on using our experience in the Software Factory product line, and started working with Microsoft Research on expanding our collaboration on Abstract State Machines, the Abstract State Machine Language (AsmL) and its application in semantic anchoring.

4.4.2. Working Groups and Standards

An important, emerging forum for dissemination of information and influencing industrial practice is the recently form Model-Integrated Computing Special Interest Group (MIC PSIG) of OMG. (http://mic.omg.org/) This forum is run by industry and its primary goal is the preparation and management of standardization activities related to various aspects model-based design in embedded systems. The ISIS and CHESS teams are very much involved these activities. The White Paper for a standard Open Tool Integration Framework (OTIF) is based on the work of researcher at ISIS.

4.4.3. “Foundations” The 2006-2007 Chess seminar series

The Chess seminar series provides a weekly forum for the problems and solutions found and solved by Chess members, as well as ongoing research updates. This forum works best when the audience is diverse in background, because the goal is to aid researchers in seeing how the other sub-disciplines are approaching similar problems, or to encourage them to work on problems they had not yet considered.

A common thread for this year's seminar series is "Foundations", which will examine how the work pursued in hybrid systems and embedded software systems can be used in other domains, as well as understanding how to apply foundational results appropriately. An additional angle in this thread is to present an interesting application which can be subdivided into its component parts, or examined from a theoretical standpoint. We also encourage appropriate ideas outside of this scope, since we advocate this diverse seminar series to stay abreast of current research trends.
A full listing of this project-year’s speakers is below. Most talks can be downloaded from the seminar website, at http://chess.eecs.berkeley.edu/seminar.htm


- “Automating Sequential Clock Gating for Power Optimization”

- “Closed-loop impulse control and the theory of Hybrid Systems”

- “Automated Extraction of Inductive Invariants to Aid Model Checking”
  Mike Case, UC Berkeley, April 10, 2007.

- “From Concept to Silicon”

- “SAT Sweeping with Local Observability Don't-Cares”

- “Selective Term-Level Abstraction Using Type-Inference”

- “Models for Data-Flow Sequential Processes”

- “Control of Hybrid Systems: Theory, Computation and Applications”
  Manfred Morari, ETH Zurich, March 6, 2007.

- “Time-Portable Real-Time Programming with Exotasks”
  Christoph Kirsch, University of Salzburg, February 27, 2007.

- “High Level Mathematical Modeling and Parallel/GRID Computing with Modelica using OpenModelica”

- “Discrete Event Models: Getting the Semantics Right”

- “SCADA for distributed systems: application to the control of irrigation canals”

- “Resource-Aware Programming”

- “A Model-Driven Approach to Embedded Control System Implementation”
  Jan F. Broenink, University of Twente, January 19, 2007.

  Adam Cataldo, UC Berkeley, December 12, 2006.
The document is a report from a conference on Foundations of Hybrid and Embedded Systems and Software. It includes a list of presentations and talks given by various authors and institutions. The text mentions the following presentations:

- “Some Results on Optimal Estimation and Control for Lossy Networked Control Systems”
  Luca Schenato, University of Padova, December 5, 2006.
- “Graphical System Design: Bringing Embedded Design to the Masses in Science and Engineering”
- “Dynamical constrained Impulse system analysis through viability approach and applications”
- “SHIM: A Scheduling-Independent Concurrent Language for Embedded Systems”
- “Port-based Modeling and Control for Efficient Bipedal Walking Machines”
  Vincent Duindam, UC Berkeley, October 31 and November 7, 2006.
- “Using mathematical modeling to help decode biological circuits”
  Claire Tomlin, UC Berkeley & Stanford, October 17, 2006.
- “Control of Hybrid Systems: a Robust Finite State Machine Approach”
- “Modeling with the Timing Definition Language (TDL)”
  Wolfgang Pree, University of Salzburg, September 26, 2006.
- “Advanced Visual Tracking with Bayesian Filter”
  Li-Chen Fu, NTU Taiwan, August 8, 2006.

4.4.4. Workshops and Invited Talks

In addition to the below invited and workshop organizational activities, Chess faculty have delivered numerous plenary talks, invited talks, as well as informal dissemination of Chess goals and research.

6th OOPSLA Workshop on Domain-Specific Modeling

During the OOPSLA Conference in October of 2006, Dr. Jonathan Sprinkle participated in, and helped to organize, the 6th OOPSLA Workshop on Domain-Specific Modeling. Domain-Specific Modeling aims at raising the level of abstraction beyond programming by specifying the solution directly using domain concepts. In a number of cases the final products can be generated from these high-level specifications. This automation is possible because of domain-specificity: both the modeling language and code generators fit to the requirements of a narrow domain only, often in a single company. This is the fifth workshop on Domain-Specific Modeling, following the encouraging experiences from the earlier workshops at past OOPSLA conferences (Tampa 2001, Seattle 2002, Anaheim 2003, Vancouver 2004 and San Diego 2005). During the time the DSM workshops have been organized, interest in domain-specific modeling languages, metamodelling and supporting tools has seen a revival. The electronic version of the proceedings, presentation slides and group work results is available at

http://www.dsmforum.org/events/
2007 International Symposium on Code Generation and Optimization (CGO)
March 11-14, 2007: Professor Edward A. Lee developed a position statement, “Are new languages necessary for multicore?” and presented it a panel by the same name at CGO.

Real-Time and Embedded Technology and Applications Symposium (RTAS)

6th ACM & IEEE Conference on Embedded Software (EMSOFT'06)
October 22-25, 2006: Professor Tom Henzinger was on the executive committee and chaired the advisory committee. Profs. Edward A. Lee, Alberto Sangiovanni-Vincentelli, and Janos Sztipanovits were members of the advisory committee.

4.4.5. General Dissemination
The Chess website, http://chess.eecs.berkeley.edu, includes publications and software distributions. In addition, as part of the outreach effort, the UC Berkeley introductory signals systems course, which introduces hybrid systems, is available at http://ptolemy.eecs.berkeley.edu/eecs20/ and Ptolemy II software is available at http://ptolemy.eecs.berkeley.edu.

The ISIS website, http://www.isis.vanderbilt.edu, makes publications and software available.

4.5. Other Specific Product
The following software packages have been made available during this review period on the Chess website, http://chess.eecs.berkeley.edu:

- Metropolis consists of an infrastructure, a tool set, and design methodologies for various application domains. The infrastructure provides a mechanism such that heterogeneous components of a system can be represented uniformly and tools for formal methods can be applied naturally. The latest release, Metropolis 1.1.2 was made available on October 12, 2006 and may be found at: http://chess.eecs.berkeley.edu/chess/forum/17.html

- The Generic Modeling Environment (GME) is a configurable toolkit for creating domain-specific modeling and program synthesis environments. The configuration is accomplished through metamodels specifying the modeling paradigm (modeling language) of the application domain. The modeling paradigm contains all the syntactic, semantic, and presentation information regarding the domain; which concepts will be used to construct models, what relationships may exist among those concepts, how the concepts may be organized and viewed by the modeler, and rules governing the construction of models. The modeling paradigm defines the family of models that can be created using the resultant modeling environment. The latest release, GME 6.11.9, was released on December 1, 2006 and may be found at: http://www.isis.vanderbilt.edu/projects/gme/.

- GReAT (Graph Rewriting And Transformation) is a component technology of GME comprised of a metamodel based graph transformation language useful for the specification and implementation of model-to-model transformations. The latest release,
GReAT 1.6.0, was released on December 1, 2006 and may be found at: http://www.escherinstitute.org/Plone/tools/suites/mic/great

- Universal Data Model (UDM) generates C++ API from UML class diagrams. The API can be used to read/write XML files, GME databases, etc. and is component technology for Graph Rewriting And Transformation (GReAT). The most recent release, UDM 3.1.1, was released on December 1, 2006 and may be found at: http://www.escherinstitute.org/Plone/tools/suites/mic/udm

- The Ellipsoidal Toolbox is a standalone set of easy-to-use configurable MATLAB routines to perform operations with ellipsoids and hyperplanes of arbitrary dimensions. It computes the external and internal ellipsoidal approximations of geometric (Minkowski) sums and differences of ellipsoids, intersections of ellipsoids and intersections of ellipsoids with halfspaces and polytopes; distances between ellipsoids, between ellipsoids and hyperplanes, between ellipsoids and polytopes; and projections onto given subspaces. Ellipsoidal methods are used to compute forward and backward reach sets of continuous- and discrete-time piecewise affine systems. Forward and backward reach sets can be also computed for continuous-time piece-wise linear systems with disturbances. It can be verified if computed reach sets intersect with given ellipsoids, hyperplanes, or polytopes. The toolbox provides efficient plotting routines for ellipsoids, hyperplanes and reach sets ET version 1.1 was released on December 10, 2006 and is available at www.eecs.berkeley.edu/~akurzhan/ellipsoids

- Ptplot is a 2D signal plotter implemented in Java. Ptplot can be used in a standalone applet or application or used in your own applet or application. PtPlot 5.6 was released on January 15, 2007 and is available as part of Ptolemy or as a standalone download at http://ptolemy.eecs.berkeley.edu/java/ptplot

- Ptolemy II 6.0.2 is a set of Java packages supporting heterogeneous, concurrent modeling and design. Its kernel package supports clustered hierarchical graphs, which are collections of entities and relations between those entities. Its actor package extends the kernel so that entities have functionality and can communicate via the relations. Its domains extend the actor package by imposing models of computation on the interaction between entities. Examples of models of computation include discrete-event systems, data flow, process networks, synchronous/reactive systems, and communicating sequential processes. Ptolemy II includes a number of support packages, such as data, providing a type system, data encapsulation and an expression parser, plot, providing visual display data, math, providing matrix and vector math and signal processing functions, and graph, providing graph-theoretic manipulations. The Ptolemy II 6.0.2 was released by UC Berkeley on February 4, 2007 and is available at http://ptolemy.eecs.berkeley.edu/ptolemyII/

- CIL is a front-end for the C programming language that facilitates program analysis and transformation. CIL will parse and type check a program, and compile it into a simplified subset of C. For example, in CIL all looping constructs are given a single form and expressions have no side-effects. This reduces the number of cases that must be considered when manipulating a C program. CIL has been used for a variety of projects, including CCured, a tool that makes C programs memory safe. CIL supports ANSI C as
well as most of the extensions of the GNU C and Microsoft C compilers. A Perl script acts as a drop in replacement for either gcc or Microsoft’s cl, and allows merging of the source files in your project. Other features include support for control-flow and points-to analyses. CIL Version 1.3.6 was released on February 5, 2007 and is available at http://cil.sourceforge.net.

- Viptos (Visual Ptolemy and TinyOS) is an integrated graphical development and simulation environment for TinyOS-based wireless sensor networks. Viptos allows developers to create block and arrow diagrams to construct TinyOS programs from any standard library of nesC/TinyOS components. The tool automatically transforms the diagram into a nesC program that can be compiled and downloaded from within the graphical environment onto any TinyOS-supported target hardware. In particular, Viptos includes the full capabilities of VisualSense, which can model communication channels, networks, and non-TinyOS nodes. Viptos is compatible with nesC 1.2 and includes tools to harvest existing TinyOS components and applications and convert them into a format that can be displayed as block (and arrow) diagrams and simulated Viptos 1.0.2 was released on February 9, 2007 and is available at http://ptolemy.eecs.berkeley.edu/viptos/

- SKETCH is a sketching system based on combinatorial search, as opposed to transformations. In this system, the sketch is given in the form of a partial program—a program with holes—and the sketch resolution synthesizes code to fill in the holes. The holes may stand for index expressions, lookup tables or bitmasks, and the programmer can easily define new kinds of holes with the synthesis operators provided. SKETCH completes sketches by means of a combinatorial search based on generalized Boolean satisfiability. SKETCH 0.9.5 was released on April 23, 2007 and is available at http://javasketch.sourceforge.net/
5. Contributions

This section summarizes the major contributions during this reporting period.

5.1. Within Discipline

5.1.1. Hybrid Systems Theory

- We have worked with our definition of an operational semantics for hybrid systems in the current and next generation of toolsets to reflect these semantics.

- We have developed algorithms for computing the real value of discounted properties, and continued investigation of their application.

- We have matured a theory of a homology theory of hybrid systems which enables elegant characterization of Zeno and other qualitative properties of hybrid systems.

- We have improved on the best known algorithms for finding strategies for the control of stochastic hybrid systems.

- We have continued development of a toolbox using ellipsoidal methods to calculate reach sets for linear dynamic systems, and begun to apply those to hybrid systems.

- We have developed an extensive theory of two and multi person stochastic games with extensions of notions of safety and almost safety in a number of important directions.

- We have continued to apply and study stochastic hybrid systems within the domain of biological systems.

- We are developing a static analysis mechanism that infers the common causality properties of a modal model from those of its modes. The result of the static analysis is conservative, but provides safety guarantees.

- We have continued in our broad initiative to support tool chains in hybrid systems under semantic anchoring and model transformations.

- We derived verifiable necessary and sufficient conditions on when composition preserves semantics for a heterogeneous network of embedded systems.

- We have formally proved the benefits of the logical execution time (LET) model in terms of composability over traditional real-time models.

- We have developed a technique to extend the simulation of a hybrid system past its Zeno point, reducing the computational burden past that point and revealing the complete behavior of the system.
5.1.2. Model-Based Design

- We have developed the first release of a semantic anchoring tool suite, and have demonstrated the use of the tool infrastructure in specifying the semantics of hierarchical state automata.

- Using various specifications of timed automata, we have examined approaches for defining semantic units. We demonstrated the concepts with developing a semantic unit for timed automata and showed the anchoring of UPAAL and IF to this common semantic unit.

- We started investigating the problems of defining semantics for heterogeneous modeling languages, and began establishing a composition theory for semantic units.

- Applying our ongoing work on metamodeling, we have continued development on semantic anchoring for model-based development. Specifically, we have extended the semantic anchoring framework to heterogeneous behaviors.

- We have continued to demonstrate our defined agent algebras as a formal framework for uniformly representing and reasoning about models of computation used in the design of hybrid and embedded software systems.

- We have continued to demonstrate our theoretical and compositional framework for reasoning about causality in components which are composed under concurrent models of computation.

- We have extended our previously developed tagged-signal model for concurrent models of computation to represent the semantics of globally asynchronous, locally synchronous systems built upon loosely time-triggered architectures.

- We have continued to maintain a language and a suite of supporting tools for the specification of model transformations based on graph rewriting.

- We have continued to use our approach to model synthesis based on patterns specified formally as metamodels.

- We have developed an interface theory based approach to static analysis of actor models through composition. It results in an automaton which will contain information used for further static analysis of a composed actor model.

- We have developed a new component model for timed models of computation such as discrete event, continuous time, hybrid systems, and synchronous/reactive models.

- We have built a scalable and formal specification language for embedded systems which can use constraint checking to auto-generate parts of a specification and to approximate the correctness of the specification without invoking verification tools.
5.1.3. **Advanced Tool Architectures**

- We have further developed the code generation approach based on component specialization by developing a formal framework for reasoning about reconfiguration in embedded software.

- We have continued to improve the performance and feature set of the Metropolis framework.

- We have further developed our notion of interface theories to support reasoning about heterogeneous component composition and about the dynamics of models of computation.

- We formulated and solved the task allocation problem for a popular multithreaded, multiprocessor embedded system, the Intel IXP1200 network processor.

- We have continued to investigate interests in fault-tolerant systems by developing new modeling languages which simulate and trace faults in a system.

- We have continued development of the Ptolemy II tool suite, including HyVisual, VisualSense, and Viptos tools for hybrid systems, sensor networks, and NesC-based wireless sensor programming.

- We have shown how to guarantee type-safety in legacy C programs and verify memory safety in the assembly code.

- We have strengthened our understanding of discounted reward objectives to yield real-numbered quantities (e.g., power consumption) that can be expressed during verification.

5.1.4. **Experimental Research**

- We have extended model predictive control for hybrid systems with a finite control set to develop air and water recovery systems for the NASA Advanced Life Support (ALS) system for long-duration missions.

- We have begun to apply our previous work on safe set calculations to the Autonomous Aerial Refueling (AAR) while in formation problem.

- We have deployed the Metropolis platform-based design methodology for use on various veitronics problems of interest to Toyota, GM, and BMW.

- We have continued development, and deployed a modeling environment for wireless sensor networks. These have been used to simulate detection of a dirty bomb.

- We have developed new programming models for sensor networks that build on the popular TinyOS models.
• We have shown how compositional technologies can be used to produce an autonomous helicopter in the loop with a camera to choose a landing zone, and physically land the vehicle.

• We have used reachability to perform analysis of the cold start problem and shown anticipated reduction in raw hydrocarbon emissions during warm-up using a hybrid systems model.

• We have shown how fault tolerant data flow can be used to synthesize real-time feedback controllers for safety critical applications.

• We have shown that hybrid systems theory can be coupled with Lagrangian methods to produce reduced state-space expressions of computationally difficult problems, such as the motion of a bipedal walker.

5.2. Other Disciplines

• We developed new efficient algorithms for solving stochastic games, which have applications in other fields such as economics and biology.

• We contributed to scientific interdisciplinary information sharing through collaboration and major contribution to the framework of the Kepler Scientific Workflow project.

• We have shown that hybrid systems theory can be coupled with Lagrangian methods to produce reduced state-space expressions of computationally difficult problems, such as the motion of a bipedal walker.

5.3. Human Resource Development

Several panels in important conferences and workshops pertinent to embedded systems (e.g., DAC, ICCAD, HSCC, EMSOFT, CASES, and RTSS) have pointed out the necessity of upgrading the talents of the engineering community to cope with the challenges posed by the next generation embedded system technology. Our research program has touched many graduate students in our institutions and several visiting researchers from industry and other Universities so that they now have a deep understanding of embedded system software issues and techniques to address them.

Specifically, our directors played a major role in the development of workshops and briefings to executives and researchers in the avionics industry to motivate increased research spending due to an anticipated drop in research funds available to train graduates in embedded software and embedded systems. One particular intersection with our efforts is the Software Producibility Initiative out of the Office of the Secretary of Defense.

The industrial affiliates to our research program are increasing and we hope to be able to export in their environments a modern view of system design. Preliminary feedback from our partners has underlined the importance of this process to develop the professional talent pool.
5.4. Integration of Research and Education

In this report, we have touched multiple times on research and education especially in the outreach section. In addition, there has been a strong activity in the continued update of the undergraduate course taught at Berkeley on the foundations of embedded system design. The graduate program at Berkeley and at Vanderbilt has greatly benefited from the research work in the ITR. EE249 at Berkeley has incorporated the most important results thus far obtained in the research program. EE 290 A and C, advanced courses for PhD students, have featured hybrid system and the interface theories developed under this project. EE219C, a course on formal verification, has used results from the hybrid theory verification work in the program. Finally, many final projects in these graduate courses have resulted in papers and reports listed in this document. The course EE291E on Hybrid Systems: Computation and Control is jointly taught at Berkeley and Vanderbilt and is benefiting a great deal from comments of students as far as the development of new text book material.

In addition to the influence on graduate students, we have endeavored to show hybrid and embedded systems as emerging research opportunities to undergraduates. We have also demonstrated that for advanced undergraduates these topics are not out of place as senior design courses, or advanced topics courses, which may in the future lead to the integration of these as disciplines in engineering across a broader reach of universities.

Due to the benefit of a large center, we were able to use the model CHESS espoused in developing the summer program for SUPERB in influencing how the remainder of the program would be run this year, paying special attention to defining an undergraduate research project which could then be matured by a graduate student. This year the SUPERB program produced a two-semester undergraduate course which attracted electrical and mechanical engineering undergraduates to use hybrid systems theory for application in bipedal walking. In addition, there were several conference papers written which are in publication at this time; these included the undergraduates as authors.

5.5. Beyond Science and Engineering

Embedded systems are part of our everyday life and will be much more so in the future. In particular, wireless sensor networks will provide a framework for much better environmental monitoring, energy conservation programs, defense and health care. Already in the application chapter, we can see the impact of our work on these themes. In the domain of transportation systems, our research is improving safety in cars, and foundationally improving control of energy conserving aspects such as hydrocarbon emissions. Future applications of hybrid system technology will involve biological systems to a much larger extent showing that our approach can be exported to other field of knowledge ranging from economics to biology and medicine. At Berkeley, the Center for Information Technology Research in the Interest of Society is demonstrating the potential of our research in fields that touch all aspects of our life. Some key societal grand challenge problems where our ITR research is making a difference includes health care delivery, high confidence medical devices and systems, avionics, cybersecurity, and transportation.