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Abstract—Platforms are families of microarchitectures that implement the same instruction set architecture but that differ in architectural parameters, such as frequency, memory latencies, or memory sizes. The choice of these parameters influences execution time, implementation cost, and energy consumption.

In this paper, we introduce the first general framework for architecture-parametric timing analysis (APTA). APTA computes an expression that bounds the worst-case execution time (WCET) of a program in terms of architectural parameters. This enables to configure a platform, at design or even at run time, in a way that is guaranteed to meet all deadlines, while minimizing implementation cost and/or energy consumption.

We demonstrate the feasibility of our approach by implementing APTA for a precision-timed (PRET) platform and by evaluating our implementation on Mälardalen benchmarks.

I. INTRODUCTION

To support a wide range of application scenarios, hardware manufacturers develop platforms, i.e., families of microarchitectures that implement the same instruction set architecture (ISA) and follow a common “microarchitectural template” but that differ in a number of architectural parameters. Such platforms are configurable, both statically at design time, as well as dynamically at run time. As an example, a system designer may, at design time, configure the processor frequency, the cache size, the cache associativity, the latency of main memory, the inter-connect topology, bandwidth, and arbitration policy.

At run time, for example, to trade-off performance against power consumption, techniques like dynamic resizing of buffers/caches, dynamic frequency/voltage scaling (DVFS, such as PowerNow in AMD and SpeedStep in Intel), and dynamic power management (such as ACPI), etc. have been adopted. Configuration at run time is important for building sustainable real-time embedded systems. Moreover, as processor characteristics may change over time, e.g., the maximal sustainable frequency may drop due to hardware degradation or transient faults, one should be able to reconfigure the system at run time to cope with such changes in system characteristics.

Further, there is a trend to transition from federated architectures, in which features are implemented on physically separated platforms, to integrated architectures [1], [2] that implement multiple features on a single platform. This transition has the potential to significantly reduce the amount of required resources, energy consumption, and weight, which is an important aspect in avionics. As more and more features are packed onto a single platform, integrated architectures require more powerful microarchitectures: they necessitate the use of multi- or even many-core architectures. Such architectures feature shared resources, such as caches, interconnect, and memory controllers. Uncontrolled sharing of these resources yields interference that can be detrimental to performance and that is extremely difficult or even impossible to predict statically. Thus, such architectures can only be used, if different tasks running simultaneously on different cores are temporally isolated [3], [4] from each other. This is achieved by partitioning resources in space and time. For flexibility and efficiency, the partitioning of resources is not fixed once and for all by the manufacturer, but configurable at run time. A key challenge to the efficient use of integrated architectures is thus to determine how to partition the shared resources to guarantee each application’s timing constraints.

As the above observations demonstrate, today’s platforms are increasingly configurable. Different configurations, i.e., different choices of parameter values, offer different tradeoffs between implementation cost, performance, and energy consumption. Thus, there is a need and an opportunity to find configurations that meet an application’s performance needs, while minimizing energy consumption and implementation cost.

In the context of real-time systems, an application’s performance needs are characterized by constraints on its timing behavior. Worst-case execution time (WCET) and schedulability analyses are traditionally used to verify that all timing constraints of an application are met by a given execution platform. Existing WCET and schedulability analyses, however, assume that all configuration choices of the platform have already been made, and that the configuration remains fixed at run time. Yet, to safely configure a platform at design or run time one needs to know how different configuration choices affect an application’s worst-case execution time.

To this end, we introduce a framework for architecture-parametric timing analysis (APTA). APTA computes an expression that bounds the WCET of a program in terms of architectural parameters. In contrast to existing WCET analyses, APTA applies to yet unconfigured platforms, and it reveals how an application’s WCET depends on the platform’s parameters. APTA can thus be a basis for an informed configuration of the platform, at design and even at run time.

To realize APTA, we follow a black-box approach, sketched in Figure 1. In this approach, we use a black-box WCET analysis to obtain bounds on the WCET of a given software binary for several specific parameter valuations. As existing WCET analyses are usually configurable w.r.t. platform parameters, the development of such a black box is not a research challenge. The bounds computed by the black box are then generalized to obtain a parametric WCET formula that applies to all possible parameter valuations of the platform. Two challenges arise:
where to sample the black box?

1. How to generalize from examples?

2. Where to sample the black box?

To solve the “soundness challenge”, we identify sufficient values for the instruction and data scratchpad sizes parameters. We realized in FPGA. In particular, we make the processing a predictable multi-threaded microarchitecture, which has been platform by parameterizing the PTARM [5] microarchitecture, for a precision-timed (PRET) platform. We arrive at this required precision is an input to the algorithm.

The precision of the obtained parametric bound critically depends on where the black box is sampled. We address the “precision challenge” by introducing a refinement loop in Section V that intelligently chooses parameter valuations to sample. The refinement loop can be shown to terminate in Section V that intelligently chooses parameter valuations should the black box be sampled to obtain a parametric bound that is close to the actual WCET.

The precision from examples using parametric linear programming, which is introduced in Section II.

As a proof of concept, we instantiate our analysis framework for a precision-timed (PRET) platform. We arrive at this platform by parameterizing the PTARM [5] microarchitecture, a predictable multi-threaded microarchitecture, which has been realized in FPGA. In particular, we make the processing frequency, the scratchpad and DRAM latencies, as well as the instruction and data scratchpad sizes parameters. We successfully apply the new analysis to a set of Mälardalen benchmarks. The proof-of-concept demonstrates that (a) the requirements for APTA can be met by actual platforms, and (b) that APTA can be effectively applied to such a platform.

To summarize, we make the following major contributions:

1) We identify sufficient conditions on the platform that enable precise and efficient parametric analysis.
2) We introduce a general framework for architecture-parametric timing analysis for any platform meeting the conditions identified in step one.
3) We instantiate the framework for a precision-timed platform and evaluate it on Mälardalen benchmarks.

Minor contributions include:

1) A black-box WCET analysis for the PTARM based on OTAWA, an open toolbox for WCET analysis.
2) Algorithms to manipulate piece-wise linear functions.

II. BACKGROUND: PARAMETRIC LINEAR PROGRAMMING

Linear programming is a mathematical method to determine the minimal (or maximal) value of a linear objective function under a set of linear constraints. Parametric linear programming (PLP) is an extension of linear programming in which the linear constraints defining the problem contain parameters. Parametric linear programming algorithms determine the minimal value of the linear objective function in terms of the parameters of the problem. The PLP problems that occur in this paper can be written in the following canonical form, which is a simplified form of the one considered by Feautrier [6]:

\[
F(z) = \min_{x} c^T \cdot x, \\
s.t. \quad Ax + Bz \geq d, \\
\quad x \geq 0,
\]

where \( z = (z_1, \ldots, z_n) \) is a vector of real-valued parameters, \( x \) is a vector of real-valued matrices, \( A \) and \( B \) are matrices of integer-valued coefficients, \( c \), and \( d \) are vectors of integer-valued coefficients, and \( 0 \) is the null vector \((0, \ldots, 0)\).

For some or all parameter values the constraints may have no solutions. For convenience, we define the minimum over the empty set to be \( \infty \). Thus, \( F \colon Val \rightarrow (\mathbb{R} \cup \{\infty\}) \) assigns a value to every valuation \( \sigma \in Val = \mathbb{R}^n \) of the parameters \( z_1, \ldots, z_n \).

Feautrier [6] has generalized the Simplex algorithm [7] to determine a closed-form expression \( \phi \) with \( \|\phi\| = F \). In fact, the algorithm described in [6] and implemented in the library PiPLib can also cope with integer variables and determine lexicominimal solutions. Yet, the above form is sufficient for the problems considered in this paper. Closed-form solutions determined by the algorithm in [6] are called Affine Selection Trees (AST) and adhere to the following grammar:

\[
\text{AST ::= } \infty \mid -\infty \mid \text{LINEARCOMB.} \mid \text{UNDEFINED} \mid (\text{LINEARCONST.} \ ? \ \text{AST} : \text{AST})
\]

\[
\text{LINEARCONST. ::= } \text{LINEARCOMB.} \geq 0
\]

\[
\text{LINEARCOMB. ::= } \text{RATIONAL} \mid \text{RATIONAL-VARIABLE} \mid \text{LINEARCOMB.} + \text{LINEARCOMB.}
\]

\[
\text{VARIABLE ::= } z_1 \mid z_2 \mid \ldots
\]

An example AST would be \( (z_1 > 0 \ ? \ 3 \cdot z_1 + 5/2 \cdot z_2 : \infty) \). We will use \( \phi \) and \( \psi \) as metavariables for ASTs, \( c \) as a metavariable for linear constraints, \( l, m \) as metavariables for linear combinations, and \( r \) as a metavariable for rational numbers.

An Affine Selection Tree \( \phi \) represents a function, denoted by \( \|\phi\| \), with \( \|\phi\| : Val \rightarrow (\mathbb{R} \cup \{\infty\}) \), in the expected way:

\[
\|r \cdot z\|_{\sigma} := r \cdot \sigma_z, \\
\|[l + m]\|_{\sigma} := \|[l]\|_{\sigma} + \|[m]\|_{\sigma} \\
\|l \geq 0 \ ? \ \phi \ ; \ \psi\|_{\sigma} := \left\{ \begin{array}{ll}
\|\phi\|_{\sigma} & : \text{if } \|l\|_{\sigma} \geq 0 \\
\|\psi\|_{\sigma} & : \text{otherwise}
\end{array} \right.
\]

where \( \sigma = (\sigma_1, \ldots, \sigma_n) \).

For the example AST and the valuation \( \sigma = (3, 2) \) we get \( \|\{z_1 > 0 \ ? \ 3 \cdot z_1 + 5/2 \cdot z_2 : \infty\}\|_{\sigma} = [3 \cdot z_1]_{\sigma} + [5/2 \cdot z_2]_{\sigma} = 9 + 5 = 14 \).
III. PARAMETERIZED TIMING MODELS

A. Formalization of Timing Models

WCET analysis requires detailed models of a microarchitecture’s timing. A timing model $\mathcal{M}$ assigns an execution time $ET_{P,i} \in \mathbb{R}_{\geq 0}$ to a program $P$ under input $i$. In current microarchitectures, the execution time of a program may vary depending on the state of the hardware. For a timing model to be sound for a given microarchitecture, the hardware’s execution times on any program and input must be bounded from above by the respective execution time assigned by the timing model. This is required for the derived WCET bounds to be sound.

Architecture-parametric timing analysis requires parameterized timing models. In a parameterized timing model, execution times additionally depend on parameters. Thus, a parameterized timing model $\mathcal{M}$ assigns an execution time $ET_{P,i}(\pi_1, \ldots, \pi_m) \in \mathbb{R}_{\geq 0}$ to a program $P$ under input $i$ and parameter valuation $(\pi_1, \ldots, \pi_m) \in \mathbb{R}_{\geq 0}^m$. Parameters may determine the latencies of classes of instructions, the sizes and access latencies of different memories, such as scratchpads or caches, the latencies of input/output operations, etc.

Traditional WCET analysis is based on unparameterized timing models of particular hardware implementations of ISAs. It determines bounds on the execution time of a program under all legal inputs $I$, i.e., bounds on its worst-case execution time:

$$WCET_P := \max_{i \in I} ET_{P,i}.$$ 

Parameterized timing models induce a parametric WCET:

$$WCET_P(\pi_1, \ldots, \pi_m) := \max_{i \in I} ET_{P,i}(\pi_1, \ldots, \pi_m)$$

The goal of parametric timing analysis is to compute an expression $\phi$ that bounds the WCET of a program in terms of the parameters of a timing model:

$$\forall (\pi_1, \ldots, \pi_m) \in \mathbb{R}_{\geq 0}^m : WCET_P(\pi_1, \ldots, \pi_m) \leq \|\phi\|(\pi_1, \ldots, \pi_m).$$

Such a formula should both be precise, i.e., it should be close to the actual WCET, and it should be efficiently evaluable, i.e., a large SMT formula that still needs to be solved would not be an adequate solution.

B. Sufficient Conditions for Precise and Efficient Analysis

Precise and efficient parametric timing analysis is not possible for arbitrary parameterized timing models. It becomes feasible only if we restrict in some way how execution times may depend on parameters. We have identified two kinds of parameters that admit parametric analysis:

1) Linear parameters, where part of the execution time depends linearly on each parameter. We denote linear parameters by $\lambda_1, \lambda_2, \ldots \in \mathbb{R}_{\geq 0}$.

2) Monotone parameters, where part of the execution time is monotone in the value of the parameter. We denote monotone parameters by $\mu_1, \mu_2, \ldots \in \mathbb{R}_{\geq 0}$.

We define parameterized timing models with linear parameters $\lambda_1, \ldots, \lambda_m$ to be timing models that can be written in the following way as a linear combination of functions $f_j(P, i) \in \mathbb{R}_{\geq 0}$ that capture how often different events occur during execution:

$$ET_{P,i}(\lambda_1, \ldots, \lambda_m) = \sum_{j=1}^{m} \lambda_j \cdot f_j(P, i).$$

Linear parameters can model properties such as the latencies of the different levels of a memory hierarchy, bus transmission delays, and the processor’s cycle time, i.e., the inverse of its frequency. For these examples, the frequency functions $f_j(P, i)$ would determine the number of accesses to the different levels of the memory hierarchy, the number of bus transmissions, and the number of instructions being executed, respectively.

The frequencies, e.g., the number of accesses to the scratchpad memory or to main memory, may in turn depend on the scratchpad’s size, which can be modeled by a monotone parameter. Thus, we allow each of the frequency functions $f_j$ to depend on one or more monotone parameters. This leads to parameterized timing models that can be decomposed in the following way, where all $f_j$ are monotone or antimonotone in $\mu_1, \ldots, \mu_n$:

$$ET_{P,i}(\lambda_1, \ldots, \lambda_m, \mu_1, \ldots, \mu_n) = \sum_{j=1}^{m} \lambda_j \cdot f_j(P, i, \mu_1, \ldots, \mu_n) \quad (1)$$

For example, in a memory hierarchy, $\mu_i$ may determine the size of the $i^{th}$ memory, $f_i(P, i, \ldots, \mu_1, \ldots)$ the number of accesses to the $i^{th}$ memory, and $\lambda_i$ the memory’s latency.

In the following, we develop a parametric timing analysis method for any timing model that can be decomposed into monotone functions $f_j$ as in Equation (1). For simplicity but w.l.o.g., we assume the frequency functions to be antimonotone in their parameters, i.e., the frequencies decrease with increasing parameter values, which is natural if parameters encode sizes of memories such as caches or scratchpads.

C. Properties of Parameterized Timing Models

Our analysis approach makes use of a number of properties of such timing models that we discuss in the following. For a timing model $\mathcal{M}$ with linear parameters only, $ET_{P,i} : \mathbb{R}_{\geq 0}^{n_m} \to \mathbb{R}_{\geq 0}$ is a linear map. Therefore it can be represented by the images of any set of parameter vectors that forms a spanning set of the parameter vector space. For example:

$$ET_{P,i}(\lambda_1, \lambda_2) = \lambda_1 ET_{P,i}(1, 0) + \lambda_2 ET_{P,i}(0, 1) \quad (2)$$

$$= \lambda_1 ET_{P,i}(1, 1) + (\lambda_2 - \lambda_1) ET_{P,i}(0, 1) \quad (3)$$

Both $\{(1,0), (0,1)\}$ and $\{(1,1), (0,1)\}$ are spanning sets of the vector space $\mathbb{R}_{\geq 0}^2$.

For $1 \leq j \leq k$, let $(\lambda_1^j, \ldots, \lambda_m^j) \in \mathbb{R}_{\geq 0}^m$ be parameter vectors, and $w_j \in \mathbb{R}$ be weights. Then, $ET_{P,i}(\lambda_1, \ldots, \lambda_m)$ can be approximated from above as follows:

$$ET_{P,i}(\lambda_1, \ldots, \lambda_m) \leq \sum_{j=1}^{k} w_j ET_{P,i}(\lambda_1^j, \ldots, \lambda_m^j), \quad (4)$$

if $\lambda_i \leq \sum_{j=1}^{k} w_j \lambda_i^j$ for all $i, 1 \leq i \leq m$. 

---

1 We assume that programs of interest terminate under all considered inputs.
As an example, consider a timing model with two linear parameters that encode the cache latency and the main memory latency, respectively. Then, \( ET_{P,i}(1,100) = 1 \cdot ET_{P,i}(1,0) + 100 \cdot ET_{P,i}(1,100) \leq 10 \cdot ET_{P,i}(5,10) \), as 1 and 100 are less than or equal to 10 - 5 and 10 - 10, respectively. In other words, if the execution time assuming a cache latency of 5 and a main memory latency of 10 is \( ET_{P,i}(5,10) \), then we can approximate the execution time \( ET_{P,i}(1,100) \) for a cache latency of 1 and a main memory latency of 100 by \( 10 \cdot ET_{P,i}(5,10) \).

While WCET\(_{P} \) itself is not necessarily a linear map, it can still be approximated in a similar way:

\[
WCET_{P}(\lambda_1, \ldots, \lambda_m) = \max_{\mu_1, \ldots, \mu_n} ET_{P,i}(\lambda_1, \ldots, \lambda_m) \quad (5)
\]

Ineqution (4)

\[
\forall j, w_j \geq 0 \quad \sum_{i=1}^{k} w_j ET_{P,i}(\lambda_1', \ldots, \lambda_m') \leq \sum_{j=1}^{k} w_j WCET_{P}(\lambda_1', \ldots, \lambda_m') \quad (6)
\]

\[
\forall j, w_j \geq 0 \quad \sum_{i=1}^{k} w_j ET_{P,i}(\lambda_1', \ldots, \lambda_m') \leq \sum_{j=1}^{k} w_j WCET_{P}(\lambda_1', \ldots, \lambda_m') \quad (7)
\]

Def. WCET

\[
\forall j, w_j \geq 0 \quad \sum_{i=1}^{k} w_j WCET_{P}(\lambda_1', \ldots, \lambda_m') \leq \sum_{j=1}^{k} w_j WCET_{P}(\lambda_1', \ldots, \lambda_m') \quad (8)
\]

if \( \lambda_i \leq \sum_{j=1}^{k} w_j \lambda_j^i \) for all \( i \), \( 1 \leq i \leq m \) and \( w_j \geq 0 \) for all \( j, 1 \leq j \leq k \).

The main difference here is that all weights \( w_i \) need to be non-negative (Ineqution 7). Intuitively, as WCETs are upper bounds on execution times, we cannot subtract them from each other, and still be sure to obtain upper bounds on the WCET for other parameter values.

For timing models with antimonotone parameters we have:

\[
ET_{P,i}(\mu_1, \ldots, \mu_n) \leq ET_{P,i}(\mu_1', \ldots, \mu_n'), \quad (9)
\]

\[
WCET_{P}(\mu_1, \ldots, \mu_n) \leq WCET_{P}(\mu_1', \ldots, \mu_n'), \quad (10)
\]

if \( \mu_i \geq \mu_i' \) for all \( i, 1 \leq i \leq n \).

Finally, timing models that have both linear and monotone parameters have the following property which follows from Equations (5)-(8) and Ineqution (10):

\[
\text{Theorem 1 (WCET Bounds based on WCET Samples)}:
\]

\[
WCET_{P}(\lambda_1, \ldots, \lambda_m, \mu_1, \ldots, \mu_n) \leq \sum_{j=1}^{k} w_j WCET_{P}(\lambda_1', \ldots, \lambda_m', \mu_1', \ldots, \mu_n'), \quad (11)
\]

if the weights \( w_j \) are non-negative, \( \lambda_i \leq \sum_{j=1}^{k} w_j \lambda_j^i \), and \( \mu_i \geq \mu_i' \) for all \( i \) and \( j \).

This theorem shows how the WCET for parameter valuation \( \lambda_1, \ldots, \lambda_m, \mu_1, \ldots, \mu_n \) can be bounded using the WCETs for other parameter valuations.

\[ UB_S(\lambda, \mu) := \min_{w_j} \sum_{j=1}^{S} w_j e_j, \quad \text{s.t.} \quad \forall i : \lambda_i \leq \sum_{j=1}^{S} w_j \lambda_j^i, \]

\[ \forall j : w_j \geq 0, \]

\[ \forall j : (\exists i : \mu_i < \mu_i') \Rightarrow w_j = 0, \]

where \( \lambda = \lambda_1, \ldots, \lambda_m \) and \( \mu = \mu_1, \ldots, \mu_n \) are parameters for all \( i \), and \( w_j \) are variables for \( 1 \leq j \leq |S| \).

The constraints of the parametric program correspond to the conditions of Ineqution (12), and the objective function corresponds to the bound. So the program determines weights that meets the constraints while minimizing the bound.

Without the final constraint on the monotone parameters this is a parametric linear program that can be solved using PIPPLIB [6]. A naive approach to resolve this obstacle is to construct a parametric linear program for every subset \( S \) of the set of WCET samples \( S \), and to symbolically compute the minimum of the analysis results of all programs. These subsets correspond to all possible choices of permitting positive weights \( w_j \). For each such subset \( S' \), one can fix \( w_j = 0 \) if \( s_i \notin S' \). Then, the final constraint on the monotone parameters, either becomes trivially true and can be eliminated, or can be simplified to \( \forall j, i : \mu_i \geq \mu_i' \), and we arrive at a parametric linear program (PLP).
We can do better, as some subsets are dominated by others. Consider two subsets $S'$ and $S''$ of $S$. If $\max_{s_k \in S'} \mu^k_j = \max_{s_k \in S''} \mu^k_j$ for all $j$, then the PLP for $S' \cup S''$ will impose the same constraints on the monotone parameters as the PLPs for $S'$ and $S''$, but it will be less constrained w.r.t. the weights $\omega_j$. Thus, the solution, $\phi_{S' \cup S''}$, will be less or equal to the solutions for both $S'$ and $S''$, i.e., $[\phi_{S' \cup S''}]_1(\lambda, \mu) \leq \min\{[\phi_{S'}]_1(\lambda, \mu), [\phi_{S''}]_1(\lambda, \mu)\}$ for all $\lambda, \mu$. Thus, we only consider the following set of subsets of $S$:

$$S = \{S' \subseteq S \mid \forall s_k \in S \setminus S' : \exists j \text{ s.t. } \mu^j > \max_{s_k \in S'} \mu^j\}.$$ 

There can be at most $|S|^m$ such subsets, where $m$ is the number of monotone parameters, which may be considerably fewer than the $2^{|S|}$ subsets of $S$.

Algorithm 1 shows the resulting parametric timing analysis algorithm. The algorithm successively constructs and solves PLPs for all elements of $S$ following Equation 13. It incrementally computes an affine selection tree (AST) representing the pointwise minimum of the functions represented by the AST’s for each element of $S$. As the symbolic minimum algorithm $\text{min}$, discussed below, may incur a quadratic blow-up in the size of the AST, a reduction operation $\text{reduce}$, also discussed below, is required to keep the AST compact.

a) Symbolic Computation of Pointwise Minima: Given two ASTs $\phi$ and $\psi$, the following recursive procedure computes an AST $\text{min}(\phi, \psi)$, such that $[\text{min}(\phi, \psi)]_1 = \min\{[\phi]_1, [\psi]_1\}$ for all valuations $\sigma$:

$$\text{min}(c ? \phi_1 : \phi_2, \psi) = (c ? \text{min}(\phi_1, \psi) : \text{min}(\phi_2, \psi))$$

$$\text{min}(\phi, c ? \psi_1 : \psi_2) = (c ? \text{min}(\phi, \psi_1) : \text{min}(\phi, \psi_2))$$

$$\text{min}(\phi, \infty) = \phi$$

$$\text{min}(\infty, \psi) = \psi$$

$$\text{min}(l, m) = (l - m > 0 \land m : l)$$

b) Reduction of Affine Selection Trees: The algorithm described above may incur a quadratic blow-up in the size of the AST. To counter this blowup, we have devised the following algorithm, which reduces the size of an AST without changing the function it represents. It does so by identifying paths through the AST that correspond to unsatisfiable sets of constraints, and by identifying subtrees that are syntactically equal. The second parameter of $\text{reduce}$ is used to collect all the constraints on the path from the root.

$$\text{reduce}(\phi) = \text{reduce}(\phi, \bigwedge_{x \in \{\lambda, \mu\}} x \geq 0)$$

$$\text{reduce}(\infty, p) = \infty$$

$$\text{reduce}(l, p) = l$$

$$\text{reduce}(c ? \phi : \psi, p) =$$

$$\begin{cases} 
\phi' & : \text{if } p \land \neg c \text{ is unsatisfiable } \lor \phi' = \psi' \\
\psi' & : \text{if } p \land c \text{ is unsatisfiable} \\
(c ? \phi' : \psi') & : \text{otherwise}
\end{cases}$$

where $\phi' = \text{reduce}(\phi, p \land c)$ and $\psi' = \text{reduce}(\psi, p \land \neg c)$. All parameters are assumed to be greater or equal to zero, which explains the first line. We check the satisfiability of the linear-arithmetic constraints using YICES [8]. For efficiency our implementation actually intertwines $\text{min}$ and $\text{reduce}$.

### Algorithm 1: Parametric WCET Bounds

**Input:** Set of WCET Samples $S$.

**Output:** Parametric upper bound on the WCET as an affine selection tree $\phi$ with $[\phi]_1 = UB_S$.

```plaintext
1 begin
2   $\phi \leftarrow \infty$
3   $S \leftarrow \{S' \subseteq S \mid \forall s_k \in S \setminus S' : \exists j \text{ s.t. } \mu^j > \max_{s_k \in S'} \mu^j\}$
4   foreach $T \in S$ do
5      $P_T \leftarrow \text{construct-parametric-linear-program}(T)$
6      $\phi_T \leftarrow \text{solve}(P_T) / \text{call of PipLib library}$
7      $\phi \leftarrow \text{reduce}(\min(\phi, \phi_T))$
8   return $\phi$
```

V. PARAMETRIC WCET BOUNDS WITH PRECISION GUARANTEES

A. Problem Formulation

In the previous section we have seen how to soundly generalize a set of samples $S$ to a parametric WCET bound $UB_S$. However, the precision of the obtained parametric bound depends strongly on the given set of samples. In this section, we tackle the problem of obtaining a set of samples $S$, such that the resulting parametric WCET bound $UB_S$ is provably precise. Ideally, we would like to determine a small set $S$ such that

$$\forall \lambda, \mu : WCET_P(\lambda, \mu) \leq UB_S(\lambda, \mu) = BB_P(\lambda, \mu).$$

Such a set would yield a perfectly precise parametric bound with no overestimation relative to the black box. However, for an arbitrary black box this may require an infinite set of samples $S$. Therefore, we introduce a parameter $\epsilon \in \mathbb{R}_{\geq 0}$ and ask for a set of samples $S$, such that

$$\forall \lambda, \mu : WCET_P(\lambda, \mu) \leq UB_S(\lambda, \mu) < BB_P(\lambda, \mu) + \epsilon.$$ (14)

In other words, we are asking for a set of samples, such that the induced parametric bound never overestimates the black box $\epsilon$ or more.

While a finite such set exists if $BB_P$ has a finite number of discontinuities, we have no way of locating these discontinuities exactly by sampling $BB_P$ if the monotone parameters are from a continuous domain. By definition $BB_P$ is continuous in the linear parameters $\lambda$, but it may be arbitrarily discontinuous in $\mu$. Therefore, to make the problem solvable, we introduce a second parameter $\tau \in \mathbb{R}_{\geq 0}$. The goal is then to find a set of samples $S$, such that

$$\forall \lambda \in \mathbb{R}^m_{\geq 0}, \mu \in \mathbb{R}^n_{\geq 0}, \lambda \leq \lambda^{\max}, \mu \leq \mu^{\max} : WCET_P(\lambda, \mu) \leq UB_S(\lambda, \mu) < BB_P(\lambda, \mu - \tau) + \epsilon.$$ (15)

where $\lambda^{\max}$ and $\mu^{\max}$ are platform-defined maximal values for its parameters. Note that the parameter $\tau$ must be strictly positive. This way it is sufficient to find parameter valuations to sample that are within a distance of $\tau$ of discontinuities.

B. Refinement Approach

We follow a refinement approach, in which the sought-after set of samples $S$ is constructed incrementally.

Given an assumption about the black box that we will detail in the following section, in addition to upper bounds, we can
also determine lower bounds \( LB_S \) on the black box based on a set of samples \( S \), such that

\[
\forall \lambda, \mu : LB_S(\lambda, \mu) \leq BB_P(\lambda, \mu). \tag{16}
\]

Thus, if \( UB_S(\lambda, \mu) < LB_S(\lambda, \mu - \tau) + \epsilon \) then \( UB_S(\lambda, \mu) < BB_P(\lambda, \mu - \tau) + \epsilon \) follows. So, the goal is to construct a set of samples \( S \), such that

\[
\forall \lambda \in \mathbb{R}^m_{\geq 0}, \mu \in \mathbb{R}^n_{\geq 0}, \lambda \leq \lambda^{\max}, \mu \leq \mu^{\max} : \quad UB_S(\lambda, \mu) < LB_S(\lambda, \mu - \tau) + \epsilon. \tag{17}
\]

Such a set \( S \) also satisfies Equation (15).

Starting with an arbitrary set of samples \( S \), we incrementally add samples in the following way, illustrated in Figure 2:

1) We determine a parameter valuation \( (\lambda, \mu) \) that maximizes \( UB_S(\lambda, \mu + \frac{\epsilon}{2}) - LB_S(\lambda, \mu - \frac{\epsilon}{2}) \). Note, that the maximal difference is equal to the maximal difference between \( UB_S(\lambda, \mu) \) and \( LB_S(\lambda, \mu - \tau) \).

2) If the difference between upper and lower bound is less than \( \epsilon \), we terminate, and \( S \) satisfies Equation (15).

3) Otherwise, we add \( (BB_P(\lambda, \mu), (\lambda, \mu)) \) to \( S \) and continue with step 1.

After adding \( (BB_P(\lambda, \mu), (\lambda, \mu)) \) to \( S \), the lower and upper bounds coincide with the black box at \( (\lambda, \mu) : LB_S(\lambda, \mu) = UB_S(\lambda, \mu) = BB_P(\lambda, \mu) \). Also, it can be shown that in a neighborhood around \( (\lambda, \mu) \), the lower and upper bounds differ by less than \( \epsilon \). Thus, after adding \( (BB_P(\lambda, \mu), (\lambda, \mu)) \) to \( S \), no valuation in its neighborhood will have to be sampled anymore. This guarantees termination.

Before describing the refinement algorithm in more detail, let us explain how to obtain lower bounds on the black box.

**C. Computing Lower Bounds on the Black Box**

To compute lower bounds on the black box, we make the assumption that the black box is reasonable. In order to formally define what it means for a black box to be reasonable, first consider the following definition of redundancy of samples:

**Definition 1 (Strict Redundancy of Samples):** A sample \((e, (\lambda, \mu))\) is strictly redundant w.r.t. to a set of samples \( S \) if \( UB_S(\lambda, \mu) < e \). We call a set of samples \( S \) strictly redundant if there is a sample \( s \in S \) that is strictly redundant w.r.t. \( S \).

In other words, a better estimate of \( WCET(\lambda, \mu) \) than \( e \) can be derived based on the samples in \( S \).

As an example, consider again the scenario of two linear parameters, modeling the latencies of the cache and the main memory, respectively. The set of samples \( S = \{(5, (1, 0)), (3, (0, 1)), (9, (1, 1))\} \) is strictly redundant, as the third sample \((9, (1, 1))\) is strictly redundant w.r.t. to first two samples: the upper bound \( UB_S(\lambda_1, \lambda_2) = 5 \cdot \lambda_1 + 3 \cdot \lambda_2 \) based only on the first two samples. \( UB_S(1, 1) = 8 \) yields a better bound on \( WCET(1, 1) \) than the third sample.

We consider a black box to be reasonable, if it never produces strictly redundant sets of samples:

**Definition 2 (Reasonable Black Box):** A black box \( BB \) is reasonable if there is no program \( P \) and set of parameter valuations \( V \) such that \( S = \{(BB_P(\lambda, \mu), (\lambda, \mu)) | (\lambda, \mu) \in V\} \) is strictly redundant.

Reasonable black boxes allow us to derive lower bounds from the samples that we have already made: for each parameter valuation we can determine the smallest possible value that would not make any existing sample redundant. The following formula determines the lowest value \( e \) for a given parameter valuation that does not make the sample \((e', (\lambda', \mu')) \in S \) redundant w.r.t. \( S \cup \{(e, (\lambda, \mu))\} \):

\[
LB_S(\lambda', (\lambda', \mu'))(\lambda, \mu) := \min e \quad \text{s.t.} \quad e' \leq UB_S(l(e, (\lambda, \mu))) (\lambda', \mu').
\]

Each sample \((e', (\lambda', \mu')) \in S \) thus gives rise to a lower bound on the black box. These lower bounds can be combined to arrive at \( LB_S(\lambda, \mu) \), the smallest value that does not make any sample in \( S \) redundant:

\[
LB_S(\lambda, \mu) := \max_{(e', (\lambda', \mu')) \in S} LB_S(\lambda', (\lambda', \mu'))(\lambda, \mu).
\]

Given an AST \( \phi_{S,s} \) for each \( s \in S \) that represents \( LB_S(s) \), i.e., \( \|\phi_{S,s}\| = LB_S(s) \), we can compute an AST \( \phi \) that represents \( LB_S \) by symbolically computing the pointwise maximum of all \( \phi_{S,s} \). This can be done analogously to the computation of pointwise minima discussed in Section IV.

How do we compute the AST \( \phi_{S,e'(\lambda', \mu')} \)? First, note that if \( \mu' \not\geq \mu \), then \( LB_{S,e'(\lambda', \mu')} = -\infty \), because then \( UB_{S,\{(\lambda, \mu)\}}(\lambda', \mu') \) is independent of \( e \).
Now, consider the case that $\mu' \geq \mu$. Observe that $UB_{S,\{(e, (\lambda, \mu))\}}$ is monotone and continuous in $e$. Thus:
\[
LB_{S,\{(e', (\lambda', \mu'))\}}(\lambda, \mu) := \min_{e} e,
\]
\[
\text{s.t. } e' \leq UB_{S,\{(e, (\lambda, \mu))\}}(\lambda', \mu') = \max_{e} e,
\]
\[
\text{s.t. } UB_{S,\{(e, (\lambda, \mu))\}}(\lambda', \mu') \leq e'.
\]

By plugging Program 13 for $UB_{S}$ into the formula for $LB_{S,\{(e', (\lambda', \mu'))\}}$ and soundly eliminating the inner minimum, we arrive at the following parametric program:
\[
LB_{S,\{(e', (\lambda', \mu'))\}}(\lambda, \mu) := \max_{e, w, \omega} e,
\]
\[
\text{s.t. } w \cdot e + \sum_{j=1}^{\vert S \vert} w_{j} \cdot e_{j} \leq e',
\]
\[
\forall i : \lambda_{i}' \leq w \cdot \lambda_{i} + \sum_{j=1}^{\vert S \vert} w_{j} \cdot \lambda_{j}',
\]
\[
w \geq 0, \forall j : w_{j} \geq 0,
\]
\[
\forall j : (e_{i} : \mu_{i}' < \mu_{i}) \rightarrow w_{j} = 0,
\]
\[
(e_{i} : \mu_{i}' < \mu_{i}) \rightarrow w = 0.
\]

The parameters of this program are $\lambda = \lambda_{1}, \ldots, \lambda_{m}$ and $\mu = \mu_{1}, \ldots, \mu_{n}$, while $e, w,$ and $\omega = w_{1}, \ldots, w_{\vert S \vert}$ are variables. Finally, for all $i$ and $j$, $\lambda_{i}', \mu_{i}'$ and $\lambda_{j}'$ are constants defined by the set of samples $S$ and $(e', (\lambda', \mu'))$.

Depending on the values of the constants $\mu_{i}'$ and $\mu_{i}'$, the second to last constraint $\forall j : (e_{i} : \mu_{i}' < \mu_{i}) \rightarrow w_{j} = 0$ can either be eliminated or simplified to $w_{j} = 0$. Due to our assumption that $\mu' \geq \mu$, the last constraint can be sharpened to $\mu' \geq \mu \equiv \forall i : \mu_{i}' \geq \mu_{i}$.

After these simplifications, all constraints are linear and the program can be solved using PIPLIB. Algorithm 2 shows the procedure to compute parametric lower bounds on reasonable black boxes. The AST computed in line 6 is UNDEFINED for $\mu' \neq \mu$ due to the final constraint discussed in the previous paragraph. In these cases, $LB_{S,\{(e', (\lambda', \mu'))\}}(\lambda, \mu) = -\infty$. Thus, in line 7 undefined portions of $\phi_{S, e'}$ are modified to $-\infty$. The algorithm to compute pointwise minima of ASTs described in Section IV can easily be adapted to compute pointwise maxima, used in line 8 of the algorithm.

We have shown how to compute lower bounds on the black box provided the black box is reasonable. This may appear to be a restriction, however, it really is not, for two reasons: 1. We believe that most black boxes are naturally reasonable. This is the case for the WCET analysis of the parameterized PTARM, which we discuss in Section VI-C. 2. Non-reasonable black boxes can be wrapped in a “reasonabizer” that returns the minimum of the non-reasonable black box $BB(\lambda, \mu)$ and $UB_{S}(\lambda, \mu)$, where $S$ is the set of parameter values that have been sampled before.

### D. Putting It All Together

Algorithm 3 combines the algorithms to compute upper and lower bounds to successively generate a set of samples $S$ and an AST $\bar{\phi}$ with $UB_{S} = UB_{S}$ that satisfy Equation (15).

The algorithm follows the refinement approach sketched in Section V-B. It starts by sampling the black box at the two parameter valuations $(1, 0)$ and $(1, \mu_{\text{max}})$, where $1 = (1, \ldots, 1), 0 = (0, \ldots, 0)$ in line 4. These two samples are sufficient to derive finite upper and lower bounds on the black box for all considered parameter values.

The outer loop starts with loose precision requirements $\tau'$ and $\epsilon'$ (line 5-6), which are strengthened by a factor of two in each iteration (line 19 and line 20, respectively), until they reach $\tau$ and $\epsilon$. This implicitly results in a binary search for discontinuities in the black box.

For the given requirement on $\tau'$, the inner loop successively samples the black box at the parameter valuations that maximize the difference between upper and lower bounds until they differ by at most $\epsilon$: an AST $\phi_{\text{diff}}$ representing $UB_{S}(\lambda, \mu + \frac{\tau_{i}}{2}) - LB_{S}(\lambda, \mu - \frac{\tau_{i}}{2})$ is computed in line 13. This is done using the two operations sub and trans, which compute the difference between two ASTS and the translation of a given AST, respectively. In line 14, the operation max determines the parameter valuation $(\lambda^{\delta}, \mu^{\delta})$ that maximizes $\phi_{\text{diff}}$ and the value $\delta$ that $\phi_{\text{diff}}$ assumes on this valuation. The implementations of sub, trans, and max are explained in the appendix.

By construction, if the algorithm terminates, $\bar{\phi}$ satisfies the precision requirements. It remains to argue why Algorithm 3
always terminates. Intuitively, this is because after sampling the black box at a particular parameter valuation \((\lambda, \mu)\) the algorithm will never have to sample the black box again in a neighborhood of \((\lambda, \mu)\). This is shown in the following theorem:

**Theorem 2 (Sampling Density, Lin. and Mon. Parameters):**
For every \(\epsilon \in \mathbb{R}_{>0}\), every \(\tau \in \mathbb{R}_{\geq 0}\) and every reasonable black box \(BB\), there exists a \(\delta \in \mathbb{R}_{>0}\), such that for all \(\lambda, \lambda' \in \mathbb{R}_{\geq 0}, \mu, \mu' \in \mathbb{R}_{\geq 0}\):

\[
UB((\lambda, \mu), (\lambda', \mu' + \frac{\tau}{2})) - LB((\lambda, \mu), (\lambda', \mu' - \frac{\tau}{2}) \leq \epsilon
\]

if \(\|\lambda' - \lambda\|_{\infty} \leq \delta\) and \(\mu - \frac{\tau}{2} \leq \mu' \leq \mu + \frac{\tau}{2}\).

Here, \(\|\lambda\|_{\infty}\) is the maximum norm, i.e. \(\|\lambda\|_{\infty} = \max\{|\lambda_1|, \ldots, |\lambda_m|\}\). For space reasons, the proof of the theorem can be found in the appendix. Using Theorem 2, it is easy to show that Algorithm 3 terminates:

**Theorem 3 (Total Correctness of Algorithm 3):**
Algorithm 3 terminates on all inputs and returns a set of samples \(S\) that satisfies Equation (15).

**Proof:** By Theorem 2, Algorithm 3 will not add samples that are closer than \((\delta, \frac{\tau}{2})\) to previous samples. As the parameters are bounded, it can only do so a finite number of times. Thus it must eventually terminate. Its outputs are guaranteed to be correct due to the exit condition within the inner loop.

### VI. A PRECISION-TIMED PLATFORM AND ITS BLACK-BOX WCET ANALYSIS

#### A. Precision-Timed ARM: A Predictable Microarchitecture

The PTARM [5] is a realization of a precision-timed [9] machine, a microarchitecture designed for predictable and repeatable performance. PTARM implements a subset of the ARMv4 ISA. In contrast to conventional architectures that use complex pipelines and speculation techniques to improve performance, which lead to non-predictable and non-repeatable timing, PTARM improves performance through predictable and repeatable hardware techniques. These include a thread-interleaved pipeline, scratchpad memories instead of caches, and a novel predictable DRAM controller [10].

#### B. A Parameterized Timing Model for the PTARM

The PTARM presented in [5] is unparameterized, i.e., the latencies of all instructions are fixed. However, there are several natural candidates for parameters:

- The latency of arithmetic and branch instructions, \(\lambda_{\text{arith}}\), determined by the processor frequency.
- The latencies of loads and stores to scratchpad, \(\lambda_{\text{SPM}}\), determined by the type and speed of memory employed.
- The sizes of the instruction and data scratchpads, \(\mu_{\text{SPM-Size}}\) and \(\mu_{\text{DS-SPM-Size}}\), which determine whether a memory access reaches the scratchpad or the DRAM.
- The latencies of loads, \(\lambda_{\text{DRAM}}\), and stores, \(\lambda_{\text{DRAM-Store}}\), to DRAM, determined by the DRAM chip and the configuration of the memory controller.

With the above parameters, we have parameterized the latencies given in [5] to those found in Table I. The parameters \(\mu_{\text{SPM-Size}}\) and \(\mu_{\text{DS-SPM-Size}}\) determine whether a memory access reaches the scratchpad or the DRAM. We have also parameterized the PTARM simulator accordingly.

<table>
<thead>
<tr>
<th>Instructions</th>
<th>Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Processing</td>
<td>(\lambda_{\text{arith}})</td>
</tr>
<tr>
<td>Branch</td>
<td>(\lambda_{\text{arith}})</td>
</tr>
<tr>
<td>SPM</td>
<td>(\lambda_{\text{arith}})</td>
</tr>
<tr>
<td>DRAM</td>
<td>(\lambda_{\text{arith}})</td>
</tr>
<tr>
<td>Load Register (offset)</td>
<td>(\lambda_{\text{arith}})</td>
</tr>
<tr>
<td>Load Register (pre/post-indexed)</td>
<td>(\lambda_{\text{arith}} + \lambda_{\text{PM}})</td>
</tr>
<tr>
<td>Store Register (all)</td>
<td>(\lambda_{\text{arith}})</td>
</tr>
<tr>
<td>Load Multiple (all)</td>
<td>(N_{\text{reg}} \cdot \lambda_{\text{arith}})</td>
</tr>
<tr>
<td>Store Multiple (all)</td>
<td>(N_{\text{reg}} \cdot \lambda_{\text{arith}})</td>
</tr>
<tr>
<td>(N_{\text{reg}}): This is the number of registers in the register list.</td>
<td></td>
</tr>
</tbody>
</table>

### C. Black-Box WCET Analysis for the PTARM

We have adapted OTAWA [11], the open toolbox for adaptive WCET analysis, to the parameterized PTARM described above. We chose OTAWA as it provides an ARM analysis frontend. Our approach is similar to the one taken by Banerjee [12] in his WCET analysis for the PTARM. OTAWA follows the de facto standard approach to separate timing analysis into a low-level analysis, which determines bounds on the execution times of basic blocks, and a path analysis, based on integer linear programming, that combines constraints on the possible flow of control (such as loop bounds) and the basic-block bounds provided by the low-level analysis to obtain a bound on the WCET of the program as a whole.

The execution time of all instructions within the PTARM is independent of the execution history. This renders non-parametric WCET analysis for the PTARM comparatively easy: The execution time of each basic block is determined by iterating over its instructions and summing up their individual execution times. Upon memory accesses and instruction fetches, depending on the accessed memory address, we need to account for either the scratchpad or the DRAM latency. For instruction accesses, this is easy, as the accessed address is available. For data accesses, we rely on a very simple address analysis, which is often imprecise. In case of uncertainty, we conservatively account for a DRAM access.

A major difference between our work and Banerjee’s is that latencies of arithmetic, branch, and memory instructions, as well as memory sizes are controlled by parameters. As these parameters may take arbitrary rational values, we cannot always represent basic-block times as natural numbers. Thus, we have replaced fixed-size integers by arbitrary-precision rational numbers from the GNU MULTIPLE PRECISION ARITHMETIC LIBRARY (GMP) [13] throughout the entire OTAWA toolbox.

For the path analysis, OTAWA employs \texttt{LP\_SOLVE}. We experienced arithmetic overflow errors as \texttt{LP\_SOLVE} relies on fixed-size number representations. Thus, we replaced \texttt{LP\_SOLVE} by a version of \texttt{PPlib} that is internally using the GMP library to avoid such problems.

### VII. EXPERIMENTAL EVALUATION

#### A. Experimental Setup

We evaluate APTA on a subset of the MÅLARDALEN benchmarks [14] listed in Table II. We had to exclude benchmarks involving floating-point computations, divisions implemented in software, recursion, and complex switch statements due to OTAWA limitations.

Loop bounds were annotated based on a manual inspection of the source code. All benchmarks were compiled using the
We summarize these ratios by taking their geometric means. As the value analysis in the black box is very simple and thus reproducible, we perform this comparison with all black-box WCET estimates and execution time determined on unsampled parameter vectors. To this end, we modify Algorithm 3 to report upper and lower bounds whenever a new sample is processed in less than 2 seconds on the average. 26 random invocations of each benchmark are performed, and the obtained lower bound is very close to the actual black-box WCET value for all benchmarks. The upper bound comes within 5% of the black box after 16 samples for most benchmarks, which is reflected by the geometric mean in the figure. For most benchmarks, the algorithm chooses to sample the black box at a different instruction scratchpad size than before, at samples 12 and 16, which yields a significant precision improvement.

As a baseline for Algorithm 3, we determine how well upper bounds based on a random set of samples approximate the black box. In Figure 3, \(r_{i, \text{random}}\) denotes the ratio between these upper bounds, based on \(i\) random samples, and the black box. Random sampling yields much less precise estimates. In addition, computation times increase dramatically, which explains why we only perform this experiment for up to 15 samples. This demonstrates that some form of “intelligent” sampling is required for the black-box approach to be precise and efficient.

To evaluate analysis efficiency, we determined the analysis time of each benchmark up to and including the \(i^{th}\) sample. We decompose this analysis time into three components:

1. Invocations of the black box.
2. Operations on affine selection trees, e.g., minimization.
3. Invocations of PiPLIB.

In Figure 4 we show the geometric mean of the analysis time over all benchmarks up to the \(i^{th}\) sample. The bars are stacked, meaning that the top of the upper most bar reflects the overall analysis time. As the black box is called once for each sample, its contribution to the overall analysis time grows linearly. A superlinear growth is observed for the other two components, which is expected, as the problems to be solved grow with each sample. PiPLIB’s contribution grows strongest, moving from the smallest to the largest share of analysis time. As observed in Figure 3, 16 samples usually result in very precise parametric upper bounds. On our benchmarks, 16 samples are processed in less than 2.2 seconds on the average.
We summarize these values in Figure 5. Three benchmarks, nsichneu, adpcm, statemate, ran out of memory for smaller values of \( \tau \). For the tightest precision requirement, \( \epsilon = 32 \), we report the maximum required number of samples \( s_{32}^{\min}(\tau) = \max_{P \in P} s_{P}(32, \tau) \) over all benchmarks for which the analysis terminated successfully, for \( \tau \) between 8192 and 262144. For the loosest precision requirement, \( \epsilon = 1024 \), on the other hand, we report the minimum required number of samples \( s_{1024}^{\min}(\tau) \) over all benchmarks. For \( \epsilon \) between 32 and 1024, \( s_{P}(\epsilon, \tau) \) is expected to lie between \( s_{1024}^{\min}(\tau) \) and \( s_{32}^{\min}(\tau) \). We also report the median number of samples \( s_{256}^{\text{median}}(\tau) \) over all benchmarks for \( \epsilon = 256 \). For most benchmarks, the number of required samples is quite insensitive to \( \epsilon \): the median for \( \epsilon = 256 \) is close to the minimum for \( \epsilon = 1024 \).

VIII. Application to Commercial Microarchitectures

We have applied APTA to a parameterized version of the PTARM, a precision-timed architecture. It has been designed with the specific goal of reconciling performance and predictability. And indeed, as we demonstrate, precise and efficient architecture-parametric WCET analysis is feasible for the PTARM. Naturally, the question arises whether our approach is also applicable to other existing academic and commercial microarchitectures and whether a similar parameterization is reasonable for such microarchitectures.

To answer the second question first, we believe that the parameterization of the PTARM is quite typical for both commercial and research platforms: aspects that are often configurable in single-core processors are the processor frequency, the sizes of local memories (caches or scratchpads), and the interconnect, affecting memory access latencies, corresponding directly to the parameters in the PTARM. To use multi-core architectures in a hard real-time context, most of their shared resources will have to be partitioned (an approach promoted among others in the MERASA and Predator projects [15], [3]) in space and/or time: caches can be partitioned along their ways [16], buses and other interconnect can be partitioned in time by time division multiple access (TDMA) arbitration [17], and access to DRAM memory can be partitioned in time [18] and space [10]. Partitioning in space intuitively induces monotone parameters, whereas time-based partitioning may sometimes be modeled with linear parameters, however, caveats exist, as discussed below.

\[ \text{Analysis Time (in ms)} \]
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Fig. 4. Analysis time in terms of number of samples.

In Figure 3 we have shown how the actual precision depends on the number of samples. Next, we determine how many samples are required to meet a certain precision guarantee. To this end, we determine for each benchmark and for several precision targets \((\epsilon, \tau, \tau)\)\(^4\) the number of samples \( s_{P}(\epsilon, \tau) \) that Algorithm 3 takes until termination.

For our approach to be applicable to a particular platform, its parameterized timing model needs to be linear or at least monotone in all of its parameters. This is, unfortunately, not the case for canonical models of many complex microarchitectures. In contrast to LRU, FIFO cache replacement is known to suffer from Belady’s anomaly, i.e., under FIFO, increasing the cache’s size may lead to a decrease in performance. For platforms including such non-monotone features, monotone parameterized timing models can be developed, however, at the cost of a loss in precision. Alternatively, if the goal is to find a system configuration statically, our analysis may also be performed on timing models that are not guaranteed to be monotone. This yields parametric WCET estimations that are not necessarily safe. Once a system configuration has been determined based on such an estimation, the black box can still be used to verify whether the timing constraints can be met. If not, the parametric WCET estimation can be refined accordingly and the process would have to be iterated.

In addition to monotonicity, our approach requires timing to be decomposed into contributions that can be attributed to different components. Such a decomposition is natural for so-called fully timing-compositional architectures [3], [19]. An example of a fully timing-compositional commercial architecture is the ARM7 [3]. For more complex architectures such as the Infineon TriCore or the PowerPC 755, it is possible to create conservative compositional models. The resulting loss in precision may, however, be substantial and depends on the particular architecture and decomposition [19], and is a topic of ongoing research.

IX. Related Work

The work most related to ours is that of Seth et al. [20] on frequency-aware static timing analysis. They consider a scenario in which a processor supports dynamic frequency/voltage scaling (DVS). Prior, naive approaches to exploit DVS assumed that the execution time would increase by a factor of \( c \) if the frequency was scaled down by a factor of \( c \). Seth et al. observe that this is usually extremely pessimistic as scaling down the core frequency does not affect memory latencies, which can make up a large portion of a program’s execution time. To remove this pessimism, they sketch an approach to derive a formula that captures the WCET of a program as a linear function of the processor’s frequency. They also show how such a formula can be used to derive the optimal frequency to meet all deadlines under earliest-deadline first (EDF) scheduling. The setting considered by Seth et al. [20] can be seen as a special case of the setting considered in this work, in which there is exactly one linear parameter (the processor frequency) and no monotone parameters.

---

\(^4\)Where \((\tau, \tau)\) refers to the monotone parameters \(\mu_{L, \text{SPM-Size}}\) and \(\mu_{D, \text{SPM-Size}}\).
There is a bulk of work on a topic termed parametric timing analysis [21], [22], [23], [24], [25], [26], [27]. The goal of this work is to determine how the WCET of a program depends on its inputs. As an example, the number of loop iterations of a matrix-multiplication routine depends on the sizes of the matrices that are being multiplied. This is orthogonal to the present work in which the dependence of the execution time on architectural parameters is analyzed.

Most of the approaches to “input-parametric” timing analysis parameterize the path analysis, sometimes by applying parametric integer linear programming rather than standard integer linear programming (ILP). Here, we illustrate why such approaches cannot be easily transferred to architecture-parametric timing analysis: the standard ILP formulation for path analysis, takes the following form:

\[
WCET := \max \sum_{b \in \text{Basic Blocks}} c_b \cdot f_b, \quad \text{s.t.} \quad \begin{align*}
&\text{Control-flow constraints}, \\
&\forall b \in \text{Basic Blocks} : f_b \geq 0
\end{align*}
\]

where \(c_b\) is a constant denoting a bound on the execution time of basic block \(b\), and \(f_b\) is a variable encoding the frequency of executing basic block \(b\). In “input-parametric” timing analysis, parameters are introduced in the control-flow constraints, e.g., one might add the constraint \(f_b = 2 \cdot p\), if \(f_b\) is the loop header of a loop that is executed two times the initial value of the input parameter \(p\). This yields a parametric linear program. However, for architecture-parametric analysis, the basic-block bounds depend on the parameters: replacing the basic-block bounds by variables that depend on parameters immediately yields a quadratic optimization problem, as the basic-block bounds are multiplied with their respective execution frequencies. We are not aware of solvers for such parametric quadratic programs.

Work on re-targetable WCET analyzers [28], [29], [30], [31] is also orthogonal to ours: its goal is to support re-targeting a WCET analyzer to a new architecture, sometimes based on formal descriptions of a microarchitecture [31]. Retargetable WCET analyzers may serve as black boxes in our framework.

Our algorithms rely on affine selection trees (ASTs) as a data structure to represent piece-wise linear functions. We have implemented multiple operations on ASTs, such as minimum, translation, and subtraction, in a rather ad hoc fashion. In the future, we plan to develop specialized BDD-like data structures similar to LINAIGs [32] or LDDs [33] to more efficiently represent and manipulate parametric linear programming results. LINAIGs and LDDs are not directly applicable here as they represent predicates \(\mathbb{R}^n \rightarrow \mathbb{R}\), rather than linear functions \(\mathbb{R}^n \rightarrow \mathbb{R}\). While functions can be encoded as predicates, some operations, such as subtraction, are non-trivial to realize on the predicate representation.

X. Discussion

We have introduced a general framework for architecture-parametric timing analysis (APTA). To evaluate its viability we have instantiated it for a parameterized version of the PTARM, a precision-timed architecture. The results of our experimental analysis are promising, and demonstrate that precise and efficient APTA is indeed possible.

Opportunities for future work remain. Can the requirements for APTA, in particular monotonicity, be relaxed? Many questions arise when it comes to exploiting the results of APTA:

- How can APTA be integrated into a design-space exploration that identifies an architecture that meets all timing constraints while minimizing other aspects, such as cost or energy consumption?
- How can scheduling algorithms be adapted to exploit APTA results at run time to reduce energy consumption or increase the performance of non-critical tasks?
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The procedure collects all of the constraints on a path from the root of the tree to each leaf. At each leaf, a linear program then yields the maximum value and corresponding valuation of the AST. \( \max \), defined below, is used at each inner node of the AST to select the larger of the two tuples coming from its subtrees:

\[
\max((r_1, (\lambda_1, \mu_1)), (r_2, (\lambda_2, \mu_2))) =
\begin{cases} 
(r_1, (\lambda_1, \mu_1)) & \text{if } r_1 > r_2 \\
(r_2, (\lambda_2, \mu_2)) & \text{otherwise}
\end{cases}
\]

\( r_1 = r_2 \land (\lambda_1, \mu_1) \leq (\lambda_2, \mu_2) \)

\( c ) \) Translation: Given an AST \( \phi \), the following recursive procedure computes an AST \( \text{trans}(\phi, \sigma') \), such that \( \text{trans}(\phi, \sigma')[\sigma] = [\phi][\sigma + \sigma'] \) for all valuations \( \sigma \):

\[
\text{trans}(l \geq 0 \ ? \ \phi : \psi), \sigma') = (\text{trans}(l, \sigma') \geq 0 ? \ \psi, (\phi', \text{trans}(\psi, \sigma'))
\]

\( \text{trans}(l, \sigma') = l + \|l\| \sigma' - \|l\|0 \)

\section*{B. Termination of Parametric Analysis}

The following lemma and theorem show that the neighborhood of a parameter valuation that has been sampled does not have to be sampled again, which is crucial for proving termination of Algorithm 3.

\textbf{Lemma 1 (Sampling Density, Linear Parameters):} For every \( \epsilon \in \mathbb{R}_{\geq 0} \), for every reasonable black box \( BB \), there exists a \( \delta \in \mathbb{R}_{>0} \), such that for all \( \lambda, \lambda' \in \mathbb{R}_{\geq 0}, \mu \in \mathbb{R}_{\geq 0} ,

\[
UB((\lambda, \mu), (1, 0)) (\lambda', \mu) - UB((\lambda, \mu), (1, 0)) (\lambda', \mu) \leq \epsilon
\]

if \( \|\lambda' - \lambda\|_{\infty} \leq \delta \).

\textbf{Proof:} Let \( \delta = \frac{\epsilon}{2 \cdot UB((1, 0), 1)} \). By construction, we have \( \lambda' \leq 1 \cdot \lambda + \|\lambda - \lambda\|_{\infty} \cdot 1 \). Thus, we can apply Inequation 12 to get

\[
UB((\lambda, \mu), (1, 0)) (\lambda', \mu) \leq UB((\lambda, \mu), (1, 0)) + UB((\lambda, \mu), (1, 0)) \cdot BB((1, 0))
\]

Similarly, we get

\[
LB((\lambda, \mu), (1, 0)) (\lambda', \mu) \geq UB((\lambda, \mu), (1, 0)) - UB((\lambda, \mu), (1, 0)) \cdot BB((1, 0))
\]

For smaller values of \( LB((\lambda, \mu), (1, 0)) (\lambda', \mu) \), the sample \( BB((\lambda, \mu), (1, 0)) \) would be redundant, contradicting the assumption that the black box is reasonable. Combining the two inequalities yields

\[
UB((\lambda, \mu), (1, 0)) (\lambda', \mu) - UB((\lambda, \mu), (1, 0)) (\lambda', \mu) \leq 2 \cdot \|\lambda' - \lambda\|_{\infty} \cdot BB((1, 0))
\]

\( \leq 2 \cdot \delta \cdot BB((1, 0)) = \epsilon \).

\textbf{Theorem 2 (Sampling Density, Linear and Mono. Parameters):} For every \( \epsilon \in \mathbb{R}_{\geq 0} \), every \( \tau \in \mathbb{R}_{\geq 0} \), and every reasonable black box \( BB \), there exists a \( \delta \in \mathbb{R}_{>0} \), such that for all

\[
UB((\lambda, \mu), (1, 0)) (\lambda', \mu + \frac{\tau}{2}) - LB((\lambda, \mu), (1, 0)) (\lambda', \mu - \frac{\tau}{2}) \leq \epsilon
\]

if \( \|\lambda' - \lambda\|_{\infty} \leq \delta \) and \( \mu - \frac{\tau}{2} \leq \mu' \leq \mu + \frac{\tau}{2} \).

\textbf{Proof:} Again, let \( \delta = \frac{\epsilon}{2 \cdot UB((1, 0), 1)} \). By monotonicity of \( UB ((*) \) and \( LB \), and by Lemma 1, we have:

\textbf{Lemma 1} \( UB((\lambda, \mu), (1, 0)) (\lambda', \mu + \frac{\tau}{2}) - LB((\lambda, \mu), (1, 0)) (\lambda', \mu - \frac{\tau}{2}) \)

\( \leq UB((\lambda, \mu), (1, 0)) (\lambda', \mu) - LB((\lambda, \mu), (1, 0)) (\lambda', \mu) \)

\( \leq 2 \cdot \|\lambda' - \lambda\|_{\infty} \cdot BB((1, 0)) \)

\( \leq 2 \cdot \delta \cdot BB((1, 0)) = \epsilon \).